


Methodological Support to 
Develop Interoperable 
Applications for Pervasive 
Healthcare 
 

João Luís Cardoso de Moraes 

 
  

 

 

Enschede, the Netherlands, 2014 

CTIT Ph.D. – Thesis Series, No. 14-321 
 



Cover Design: Karoline V. H. Moraes 
Printing: Ipskamp, Enschede, the Netherlands 

Graduation committee: 
Chairman, secretary: Prof. Dr. P. M. G. Apers (University of Twente) 
Promotor: Prof. Dr. R. J. Wieringa (University of Twente) 
Assistant Promotors: Dr. L. Ferreira Pires (University of Twente) 
Members: Prof. Dr. W. Lopes de Souza (Federal University of São Carlos) 

Dr. L. Tricai Cavalini (Fluminense Federal University) 
Prof. Dr. Ir. M. Aiello (University of Groningen) 
Prof. Dr. Ir. L. J. M. Nieuwenhuis (University of Twente)
Dr. Ir. M. J. van Sinderen (University of Twente) 
 

 
 

 
 
 
 
 

  

ISBN 978-90-365-3729-2 
ISSN 1381-3617 (CTIT Ph.D. Thesis Series No. 14-321) 
DOI 10.3990/1.9789036537292 
http://dx.doi.org/10.3990/1.9789036537292 

Copyright © 2014, João Luís Cardoso de Moraes, the Netherlands 

All rights reserved. Subject to exceptions provided for by law, no part of this publication may be reproduced, 
stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, 
photocopying, recording or otherwise, without the prior written permission of the copyright owner. No part of 
this publication may be adapted in whole or in part without the prior written permission of the author. 

CTIT Ph.D. Thesis Series No. 14-321 
Centre for Telematics and Information Technology 
P.O. Box 217, 7500 AE 
Enschede, the Netherlands 



METHODOLOGICAL SUPPORT TO DEVELOP  
INTEROPERABLE APPLICATIONS FOR PERVASIVE  

HEALTHCARE 

 
 
 
 
 
 

PROEFSCHRIFT 

ter verkrijging van 
de graad van doctor aan de Universiteit Twente, 

op gezag van de Rector Magnificus, 
prof.dr. H. Brinksma, 

volgens besluit van het College voor Promoties 
in het openbaar te verdedigen 

op donderdag 5 November 2014 te 16.45 uur. 

 

door 
João Luís Cardoso de Moraes 

geboren op 5 juli 1965 
te Pirassununga, São Paulo, Brazilië 

  



Dit proefschrift is goedgekeurd door:  
Prof. Dr. Roel J. Wieringa (promotor) 
Dr. Luís Ferreira Pires (assistent-promotor) 

 
  



METHODOLOGICAL SUPPORT TO DEVELOP  
INTEROPERABLE APPLICATIONS FOR PERVASIVE  

HEALTHCARE 

 
 
 
 
 
 

DISSERTATION 

to obtain 
the degree of doctor at the University of Twente, 

on the authority of the Rector Magnificus, 
Prof. Dr. H. Brinksma, 

on account of the decision of the graduation committee 
to be publicaly defended 

on Thursday the 5th of November 2014 at 16.45. 

 

by 
João Luís Cardoso de Moraes 

born on 5th July 1965 
in Pirassununga, São Paulo, Brazil 

  



This dissertation has been approved by:  
Prof. Dr. Roel J. Wieringa (promotor) 
Dr. Luís Ferreira Pires (assistent-promotor) 

  



 
TESE DE DOUTORADO 

 

UNIVERSIDADE FEDERAL DE SÃO CARLOS 

CENTRO DE CIÊNCIAS EXATAS E DE TECNOLOGIA 

PROGRAMA DE PÓS-GRADUAÇÃO EM 

CIÊNCIA DA COMPUTAÇÃO 
 
 
 
 

“METHODOLOGICAL SUPPORT TO DEVELOP 
INTEROPERABLE APPLICATIONS FOR PERVASIVE 

HEALTHCARE” 
 
 

AUTOR: JOÃO LUÍS CARDOSO DE MORAES 
ORIENTADOR: PROF. DR. WANDERLEY LOPES DE SOUZA 

 
 

SÃO CARLOS 
DEZEMBRO/2014 

 
 
 
 

CAIXA POSTAL 676 
FONE/FAX: (16) 3351-8233 

13565-905 - SÃO CARLOS - SP 
BRASIL 

  



Composição da Banca Examinadora:  

Orientador:  Prof. Dr. Wanderley Lopes de Souza, Universidade Federal de São Carlos 
(UFSCar), Brasil 

Membros:  Dr. Luís Ferreira Pires, Universidade de Twente, Holanda 
Dr. Antonio Tadeu Azevedo Gomes, Laboratório Nacional de 
Computação Científica (LNCC), Brasil 
Dra. Rossana Maria de Castro Andrade, Universidade Federal do Ceará 
(UFC), Brasil 
Dr. Cléver Ricardo Guareis de Farias, Universidade de São Paulo (USP), 
Brasil 
 
 

 
 



 

Abstract 

The healthcare model currently being used in most countries will soon be 
inadequate, due to the increasing care costs of a growing population of 
elderly people, the rapid increase of chronic diseases, the growing demand 
for new treatments and technologies, and the relative decrease in the 
number of healthcare professionals with respect to the population increase. 
This healthcare model, which is centered on highly specialized people, 
located in large hospitals, needs to change into a distributed model, in 
order to produce faster responses and to allow patients to manage their 
own health. This centralized healthcare model also implies that patients 
and healthcare professionals have to move to the same place (a hospital or 
clinic) for the healthcare services to be delivered, and it is often expensive 
and inefficient. A distributed healthcare model that pervades the daily lives 
of the citizens is more appropriate to provide less expensive and more 
effective and timely healthcare, and characterizes Pervasive Healthcare. In 
Pervasive Healthcare, novel information and communication technologies 
are applied to support the provision of health services anywhere, at 
anytime and to anyone.  

This thesis aims at demonstrating the feasibility of using healthcare 
standards, ubiquitous computing technologies, service-oriented 
architecture principles, and software agents, to develop interoperable 
applications for exchanging messages in Pervasive Healthcare 
environments. This thesis presents a Reusable Architecture and a Message 
Generator that employ these technologies for achieving its aim. Our 
Reusable Architecture and Message Generator also meet the requirements 
of interoperability between heterogeneous healthcare information systems 
that are usually found in Pervasive Healthcare environments.  

In this work, a case study was performed in a realistic distributed 
healthcare environment, where three usage scenarios were defined in the 
cardiology domain: delivery of laboratory analysis results, schedule of an 
appointment for pacemaker evaluation, and support of a medical staff 
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meeting to prepare for a cardiac surgery. Using the Reusable Architecture 
and the Message Generator, three applications were built for these 
scenarios, and they were employed and evaluated by both healthcare 
professionals and patients. The experiments were conducted in a 
distributed environment that consists of three cardiology clinics, one 
analysis laboratory, and the cardiology department of the Santa Casa 
Hospital of Marília (São Paulo, Brazil). The evaluation of these applications 
was carried out using the Technology Acceptance Model (TAM), since this 
model is generally considered as appropriate to explain technology 
acceptance. The evaluation involved a limited but representative set of 
healthcare professionals and patients. 

We showed that the methodology proposed in this thesis truly 
facilitates the development of Pervasive Healthcare. The proposed 
methodology preserves the investment in the legacy healthcare information 
systems and allows developers to add new features to them, aiming to fill 
the automation gap and satisfying the need for increased user mobility, 
while providing smart assistance to the end-users. The results obtained so 
far are highly promising, and encourage us to continue exploring our 
methodology, the Reusable Architecture and the Message Generator to 
develop communication services that are suitable for other healthcare 
scenarios. 
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Chapter 1 

1. Introduction 

With the worldwide deployment of wireless and mobile networks and 
dynamics mobile society, many innovative designs of healthcare 
applications will be able to be supported. Much progress has been made to 
fulfill the vision of Pervasive Healthcare to provide healthcare anywhere, at 
anytime and to anyone. 

This thesis addresses the methodological and technological support to 
develop interoperable applications to exchange context-aware messages in 
Pervasive Healthcare environments. This support has been developed by 
applying healthcare standards, ubiquitous computing technologies, service-
oriented architecture and software agents. This chapter presents the 
motivation of this thesis, discusses our main objectives and outlines the 
adopted research design. 

This chapter is organized as follows: Section 1.1 provides the relevant 
background for our research, Section 1.2 motivates the work in this thesis, 
Section 1.3 outlines our main research objectives, Section 1.4 elaborates 
on the research questions to be answered in order to achieve our 
objectives, Section 1.5 presents the research design adopted in this thesis, 
Section 1.6 describes the scope of this work, and finally Section 1.7 
presents the structure of this thesis. 

1.1 Background 

The healthcare model currently applied in most countries nowadays is 
centered on highly specialized people, located in large hospitals, and it 
focuses on treatment of acute cases. However, this healthcare model is 
becoming inadequate, due to the increasing healthcare costs of a growing 
population of elderly people, the rapid increase of chronic diseases, the 
growing demand for new treatments and technologies, and the relative 
decrease in the number of health professionals compared with the 
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population increase. Recently, the United States Census Bureau has 
estimated that the expected number of inhabitants in the United States 
aged more than 65 will be approximately 70 million in 2030, twice more 
than in 2000 [1]. In Ontario, the most populous province of Canada, the 
healthcare is expected to represent 66% of the government expenditure in 
2017, and 100% in 2026 [2]. 

The traditional healthcare model needs to change into a distributed 
model, in order to produce faster responses and to allow patients to 
manage their own health. The centralized healthcare model implies that 
patients and healthcare professionals have to move to the same place (a 
hospital or clinic) for the healthcare services to be delivered, and it is often 
expensive and inefficient. A distributed healthcare model that pervades the 
daily lives of the citizens is more appropriate to provide less expensive and 
more effective and timely healthcare. According to [3], the goal of 
Pervasive Healthcare is to enable the management of health and wellness 
by using information and communication technologies in order to make 
healthcare available anywhere, at anytime and to anyone. 

Ubiquitous Computing [4] encompasses technologies that explore the 
advances of wireless connectivity in order to allow information to move 
along with its user. In healthcare, these technologies are being mainly 
employed to build supporting infrastructures for Health Information 
Systems (HIS), and in the development of mobile applications that extend 
the functionality of healthcare applications formerly limited by traditional 
computing technologies. However, the Pervasive Healthcare model will 
only be widely accepted in realistic healthcare scenarios if it supports 
efficient and secure information exchange among the healthcare 
professionals and their patients, which requires some more research. 

The exchange of health information among heterogeneous Electronic 
Healthcare Record (EHR) systems in Pervasive Healthcare environments 
requires communication standards that enable the interoperability between 
these systems. Although Health Level Seven (HL7)1 is a widespread 
international standard for the message exchange between heterogeneous 
HISs, it has some well-known limitations for representing clinical 
knowledge, such as its combined use of structured components and coded 
terms, which can result in inconsistent interpretations of clinical 
information [5]. openEHR2 is a foundation dedicated to the research of 
interoperable EHRs. openEHR defined an open architecture based on two-
level modeling that separates information from knowledge, in this way 
addressing some limitations of HL7. 

1 http://www.hl7.org 
2 http://www.openehr.org 
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Service-oriented architecture (SOA) [6] is an architectural style for 
distributed applications in which services and service compositions are 
designed and built in accordance with the service-orientation paradigm. 
SOA-based environments allow developers to overcome many distributed 
enterprise computing challenges, such as application integration, 
transaction management and security policies, while allowing multiple 
platforms and leveraging numerous access devices, such as sensors and 
actuators, and legacy systems. In the healthcare domain, SOA can provide 
consistent information for healthcare professionals, support clinical 
workflow, and leverage data from multiple departments, facilities and 
sources, so that different HISs can be integrated in a secure manner, 
making healthcare more efficient and effective.  

Software agents [7] are software entities that employ Artificial 
Intelligence techniques to choose the best set of actions to be performed in 
order to reach the goals specified by their users. An agent is a 
computational entity with autonomous behavior, which allows it to decide 
and perform its own actions. A software agent is an entity that operates 
continuously and autonomously in a particular environment, and is capable 
of intervening in it without requiring constant human attention. Although 
multiple agents can inhabit a shared environment, each agent must have its 
own purposes and characteristics for ensuring its autonomy. In the 
healthcare domain, software agents are particularly useful, since they can 
help healthcare professionals communicate with each other, which allows 
these agents to coordinate the daily activities of these healthcare 
professionals.  

1.2 Motivation 

Effective and suitable communication between healthcare professionals and 
patients is vital to provide high quality healthcare, prevent medical errors, 
and avoid patient harm. In healthcare environment, traditional 
communication mechanisms based largely on paper records and 
prescriptions are old-fashioned, inefficient, and unreliable [8]. In an age of 
electronic record keeping and communication, some healthcare providers 
are still tied to paper documents, which can be easily mislaid, are often 
illegible and also easy to forge [9]. When various healthcare professionals 
and healthcare providers are involved in providing healthcare to a patient, 
the provided healthcare services are often uncoordinated.  

In most countries, the necessary record keeping and communication 
are difficult to establish because of the highly diverse and decentralized 
nature of healthcare IT infrastructure. Physicians’ offices, clinics and 
hospitals use computer systems that are not interoperable. In addition, the 
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existence of multiple healthcare systems has resulted in data that cannot be 
easily translated from one system to another.  

Legacy healthcare information systems range from centralized hospital 
systems, such as electronic medical record, to departmental systems such 
as laboratory information systems, cardiology systems and emergency 
systems. Many legacy information systems have been designed for users 
working in fixed environments, and they normally do not take into 
account recent advances in information technologies, such as mobile 
devices [10]. These legacy systems have been operating for many years and 
are difficult to integrate and modify. Furthermore, the information flow 
still requires face-to-face conversation or phone calls between human 
actors in order to perform routine tasks.  

Pervasive healthcare has been inspired by the health challenges that 
most countries will face in the near future. The following challenges have 
been identified in many studies [11-13], among others: 
(i) a huge increase in the ratio of elderly people as compared to the 

working population has been predicted from the most recent 
demographic development;  

(ii) chronic diseases and healthcare costs are increasing as people grow 
older; 

(iii) some bad habits of our current lifestyle (e.g., smoking, obesity and 
inactivity) contribute to an increased prevalence of chronic 
degenerative diseases; 

(iv) the constant expansion of the scope of what medicine can do thanks to 
innovation and advances in medicine and healthcare technologies 
increases average life expectancy but also healthcare costs; 

(v) an increasing lack of clinical professionals is being observed due to 
retirement and a limited number of medical and nursing students. 

 
In this context, pervasive healthcare has emerged both as a solution to 

many existing healthcare problems and as an opportunity to provide better 
healthcare services to an increasing number of people, using limited 
financial and human resources. In pervasive healthcare it is possible to 
move from a centralized model with highly specialized medical 
professional inside hospitals that treat patients, to a much more 
decentralized model where people themselves are active participants in 
caring for their own well-being [13]. Advances in the pervasive healthcare 
technologies can provide support for continuous well-being and care of 
patients, allowing patient treatment to be moved from hospital to home-
based facilities. 

Various maturity models for the introduction of technology in 
organizations have been proposed over time. These models differ mainly in 
the number of stages, variables and factors for evolution. Each of these 
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models identifies certain characteristics that represent the target at 
different stages of maturity. Maturity models have been applied to 
organizations to measure their stage of maturity. From these 
measurements and evolution prescribed in these models, organizations can 
build an evolution plan in order to reach higher maturity levels. We 
consider a maturity model [14] to assess the current position of the 
healthcare organizations involved in our work and to define roadmaps for 
improving their position. 

This thesis aims at demonstrating the feasibility of using healthcare 
standards, ubiquitous computing technologies, the service-oriented 
architecture, and software agents, to develop interoperable applications 
for exchanging context-aware messages in Pervasive Healthcare 
environments. In this way, we contribute to the implementation of the 
Pervasive Healthcare model.  

1.3 Objectives 

The main goal of this research is to define a Reusable Architecture, 
supported by healthcare standards, ubiquitous computing technologies, 
service-oriented architecture and software agents. This Reusable 
Architecture is applied to support the message exchange and reusability of 
healthcare information systems overcoming the weaknesses typically found 
in legacy healthcare information systems, thereby adding value to these 
legacy systems and making them interoperable. This work addresses the 
architectural and technological challenges of combining these technologies 
in order to achieve our goals.  

1.4 Research Questions 

This thesis starts from the potential benefits of a Reusable Architecture for 
developing interoperable applications to exchange messages in a Pervasive 
Healthcare environment. In our work, we adopted the term Reusable 
Architecture, which strongly resembles the term Reference Architecture used in 
the area of software architecture [15]. We used the term Reusable 
Architecture because we emphasize reusability in our work. Below we 
pose the research questions we answered in order to identify and clarify 
the objective of this research. These questions helped break down the 
communication problems found in healthcare systems into smaller sub-
problems, so that by solving these sub-problems we could reach our 
research objectives. In this thesis we addressed three research questions, 
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which are categorized as technical research questions (TQ) and empirical 
questions (EQ) [16]. 
 
RQ1 (EQ): What are the current problems found in the context of Pervasive 
Healthcare environments? 

RQ1.1: Which stakeholders and with which goals can be identified in 
the context of healthcare environments? 
RQ1.2: What are the problematic phenomena perceived by these 
stakeholders? 
RQ1.3: What are the criteria and requirements that influence the 
stakeholders’ goals? 
 
In RQ1, we elaborated the empirical questions, by which we acquired 

more knowledge about the stakeholders and their goals in the context of 
healthcare environment. This research question aims at determining the 
problematic phenomena and the current state of the practice in the context 
of Pervasive Healthcare environment. Based on the problem investigation 
we formulate the criteria and requirements for our solution, which 
contribute to the stakeholders’ goals. 

 
 

RQ2 (TQ): How to develop a reusable architecture for Pervasive Healthcare 
environments that supports the requirements imposed by stakeholders? 

RQ2.1: What are the available solutions for message exchange in 
Pervasive Healthcare environment? 
RQ2.2: How to design an architecture for message exchange in 
Pervasive Healthcare environments? 
RQ2.3: What are the typical components of an architecture for 
Pervasive Healthcare environments? 
 
In RQ2, we elaborated the technical research questions to identify the 

available solutions to the communication problems between legacy systems 
in Pervasive Healthcare environments. In order to provide a technical 
solution in its context, we designed a reusable architecture that complies 
with the requirements imposed by the stakeholders. We explained how 
the components of this architecture interact with each other in each 
application instance that can be built based on the architecture.  

 
 

RQ3 (EQ): What is the effect of using the architecture on application 
development based in Pervasive Healthcare environments? 
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RQ3.1: What is the effect of applying our reusable architecture when it 
is instantiated in different applications scenarios in a Pervasive 
Healthcare environment? 
RQ3.2: How to validate the perceived usefulness and ease of use of the 
applications designed based on our reusable architecture by the 
stakeholders? 
RQ3.3: What is the level of acceptance of the applications designed 
based on our reusable architecture by the stakeholders? 
RQ3.4: How can our reusable architecture be used to support other 
applications in the healthcare domain in Pervasive Healthcare 
environment? 
RQ3.5: How does our reusable architecture compare with similar 
solutions? 
 
In RQ3, we elaborated the empirical questions about the contribution of 

our reusable architecture to application development, and its effects on the 
pervasive healthcare environment. We defined our validation criteria 
based on perceived usefulness and usability in order to evaluate the 
acceptance of the applications designed based on the reusable architecture 
in a realistic pervasive healthcare environment. In this research question, 
we assess the quality trade-offs of our proposed solution in other 
healthcare application areas. 

1.5 Research Design 

Our research has followed the design science methodology as described in 
[17]. We addressed the research questions of this thesis according to the 
Technical Action Research (TAR) methodology [17-20], which describes 
the interaction between an artifact and a problem context for producing 
effects, as shown in Figure 1-1. In the context of this thesis, we defined the 
artifact, context and effects as follow: 
- Artifact: Reusable architecture for the exchange of context-aware 

messages in pervasive healthcare environment; 
- Context: Several stakeholders, such as physicians, nurses, assistants and 

patients, and the hospital environment in which the stakeholders use 
the legacy systems; 

- Effect: Message exchange between legacy systems using the reusable 
architecture, which satisfy the requirements to support the 
interoperability and cooperation between these systems. 
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Inspired by software engineering projects [17-19, 21-24], our research 
comprises five phases of the engineering cycle, as shown in Figure 1-2: (1) 
problem investigation, (2) treatment design, (3) design validation, (4) design 
implementation and (5) implementation evaluation.  

 

We started the problem investigation (Phase 1) by examining the potential 
problem with the messages exchange between legacy systems in our 
context. We studied the problem domain by investigating the problems of 
interoperability and cooperation existent between legacy healthcare 
information systems. In this phase, we also identified and studied the 
stakeholders and their goals in the social context of pervasive healthcare 
environment, and the current communication mechanisms used by the 
stakeholders to cooperate to perform their daily tasks. Furthermore, we 
conducted a comprehensive literature review on technological topics of 
relevance to this work, like healthcare standards, ubiquitous computing, 
service-oriented architecture and software agents. 

Figure 1-1 Design 
science framework 

Figure 1-2 Research 
design 
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Based on the results of the problem investigation, we designed the 
treatments, which consist of an artifact that interacts with the problem context 
(Phase 2). We designed a reusable architecture supported by healthcare 
standards, ubiquitous computing technologies, service-oriented 
architecture and software agent technologies. We defined the following 
requirements of our reusable architecture for message exchange in 
pervasive healthcare environment, so that the architecture contributes to 
the stakeholders’ goals in the problem context:  

R0: The reusable architecture must allow stakeholders to exchange 
messages in pervasive healthcare environments. 

R1: The reusable architecture must be easy to use for the stakeholders. 
R2: The reusable architecture must be useful for the stakeholders. 
 
We designed our reusable architecture to fulfill our requirements, 

taking into consideration the different circumstances in which the 
stakeholders have to perform their tasks. We also designed a message 
generator for exchange messages in order to guarantee the interoperability 
with other systems at semantic level. 

After the treatments were designed, we started the design validation 
(Phase 3) in order to predict whether our reusable architecture satisfies the 
specified requirements for the implementation phase. In order to validate 
our architecture, we defined three application scenarios:  

(1) delivery of laboratory analysis results;  
(2) scheduling of an appointment for pacemaker evaluation; and  
(3) support of a medical staff meeting to prepare for a cardiac surgery.  
 
These scenarios were defined by interviewing healthcare professionals, 

in collaboration with IT professionals. The study of these scenarios helped 
us understand the healthcare process, before an application prototype of 
our reusable architecture was built. We have conducted a laboratory test 
in the cardiology domain at three cardiology clinics, one analysis 
laboratory, and the Cardiology Department of the Santa Casa Hospital of 
Marília (São Paulo, Brazil) to show the feasibility of our proposed 
architecture, by using the three realistic scenarios in a pervasive healthcare 
environment. The Cardiology Department of Hospital Santa Casa defined 
a project to develop a Cardiology Healthcare Network for several 
healthcare providers in Marília (São Paulo, Brazil) in order to allow the 
integration of heterogeneous healthcare information systems in the 
Cardiology Healthcare Network. In this context, we performed a case 
study for each of the three scenarios we had designed before with a total 
duration of 3 months. In these case studies, we collected evidences of how 
the artifacts were suitable to the scenario specification and validated our 
reusable architecture. We performed interviews with actual healthcare 
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professionals and patients. The interviews were analyzed to evaluate and 
validate the feasibility of the applications designed reusing our architecture 
in each scenario, in order to predict the intention of the healthcare 
professionals to use the applications. In this phase we performed direct 
observation and interview with healthcare professionals and patients during 
their daily tasks. 

In the design implementation (Phase 4), we developed three 
communication systems after we validated our reusable architecture. The 
communication systems were developed to be tested in a cardiology 
healthcare environment as our field test. To validate our instantiated 
communication systems, we performed a field test by applying Clinical 
Proof-of-Concept [25] with a total duration of 7 months.  

In the implementation evaluation (Phase 5), the implemented 
communication systems were conducted in a real-world setting at the 
cardiology healthcare environment. The interviews were analyzed to 
evaluate the perceived usefulness and ease of use of the applications 
designed reusing our architecture in each scenario, in order to predict the 
intention of the healthcare professionals to use the applications. In this 
phase we used the Technology Acceptance Model (TAM) [26], which is 
known to be an appropriate model to explain the technology acceptance 
process in the healthcare domain. 

Our research design consists of an iterative method. For example, the 
insights we obtain from our case studies contributed to the further 
improvement of our architecture, which triggered a new iteration of the 
five steps shown in Figure 1-2.  

1.6 Scope 

The scope of this thesis is the development of a reusable architecture to 
support the design and implementation of suitable applications that 
exchange messages in a distributed healthcare environment. An important 
premise during the development of our reusable architecture was to 
maximize the reuse of the capabilities offered by existing healthcare 
systems, and creating communication interfaces between legacy systems, 
without losing their original capabilities. To validate our results, we 
applied our reusable architecture to three different scenarios in the 
cardiology domain in order to demonstrate the reusability of the 
architecture. 

In this thesis, we do not explicitly address user privacy and security 
issues. Each country around the world has its own sets of regulations to 
ensure that healthcare information is kept private and secure, such as the 
Personal Information Protection and Electronic Documents Act (PIPEDA) in 
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Canada, the Personal Information Protection Act (JPIPA) in Japan, the Personal 
Data Privacy Ordinance in China, the European Union’s Data Protection 
Directive, the National Health Service Directives in the United Kingdom, and 
the Health Insurance Portability and Accountability Act (HIPAA) in the United 
States [27]. In this work we do not explicitly address compliance with 
these regulations 

We applied standards in the healthcare domain in order to guarantee 
the syntactic and semantic interoperability between healthcare information 
systems. However, we do not provide cross-domain interoperability 
between different domains that may collaborate in the provision of 
healthcare, such as the interoperation of the healthcare and insurance 
domains.  

1.7 Structure 

The structure of this thesis reflects the adopted research design, as 
discussed below. Figure 1-3 presents the structure of this thesis, indicating 
how the chapters relate to the research question. The remainder of this 
thesis is structured as follows: 
- Chapter 2 (Challenges in Pervasive Healthcare) introduces the maturity level 

of healthcare organizations, provides an overview of the state of 
practice in applications of information systems in the healthcare 
domain, describes the major challenges that we found in the 
communication between legacy healthcare information systems, and 
explains the current situation and the problems identified in the 
cardiology domain, as a more concrete representative example; 

- Chapter 3 (Building Blocks for Pervasive Healthcare) introduces the general 
concepts and technologies used throughout this thesis, related to 
ubiquitous computing technologies, healthcare standards, service-
oriented architecture and software agents; 

- Chapter 4 (Architecture Overview) introduces the requirements and the 
scenarios derived from interviews and defined in cooperation with 
healthcare professionals. This chapter gives an overview of our 
architecture for message exchange in pervasive healthcare 
environments, and discusses the components and the relationships 
among these components. This chapter also describes the methodology 
adopted in our thesis; 

- Chapter 5 (Archetypes) discusses the archetypes that we have designed to 
contribute with the international archetype development process and 
how to reuse the archetypes from a central repository, in order to 
achieve semantic interoperability between different healthcare 
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information systems, and the archetype development process adopted 
in our research; 

- Chapter 6 (Message Generator) describes the message generator that we 
have designed according to web service interfaces for achieving 
interoperability in the healthcare domain to support the message 
exchange among heterogeneous healthcare information systems in 
pervasive healthcare environments;  

- Chapter 7 (Multi-Agent System Design) describes in detail the agent-based 
models developed to support the scenarios that are used in this thesis. 
This chapter describes the ontology modeling and agent modeling 
process; 

- Chapter 8 (Case Studies and Evaluation) evaluates the applicability of our 
methodology by means of three case studies: (1) delivery of laboratory 
analysis results; (2) scheduling of an appointment for pacemaker 
evaluation; and (3) support of a medical staff meeting to prepare for a 
cardiac surgery; 

- Chapter 9 (Related Work) gives an overview of related work on data 
integration in healthcare environment, and compares the related work 
with our solution; 

- Chapter 10 (Conclusions and Future Work) gives the conclusions of this 
thesis by discussing the main results of this work and the limitations of 
our results. Finally, we identify topics that require further investigation 
as future work. 

 

 

Figure 1-3  Thesis 
structure: chapters and 
research questions 



 

Chapter 2 

2. Challenges in Pervasive Healthcare 

In recent years, healthcare providers have explored the opportunities of 
ICT to improve the quality of healthcare and of their managerial processes, 
while simultaneously reducing their cost. Healthcare information systems 
(HIS) consist of different sub-systems that are integrated and orchestrated 
to support care in a patient-centric view of organizations and processes 
[28, 29]. The application of information systems to healthcare share a 
number of core challenges, which include the definition of commonly 
accepted vocabularies and standard data elements to guarantee the 
interoperability between the healthcare information systems. 

This chapter presents the main challenges related to e-health, and it is 
organized as follows: Section 2.1 discuss the evolution of HIS in terms of a 
maturity model. Section 2.2 introduces the state of practice of healthcare 
organizations, which includes understanding the organization, management 
and use of information in healthcare. Section 2.3 presents the major 
problems faced by the healthcare professionals for using pervasive 
healthcare. Section 2.4 explains the current situation and the problems 
presented in a specific healthcare domain, namely the cardiology domain. 

2.1 Evolution of Healthcare Information Systems 

Information and Communication Technologies (ICT) in healthcare, also 
known as e-health, has gradually evolved and is concerned with 
streamlining management and providing information to healthcare 
professionals. E-health is a broad field, including developments such as 
computerized diagnostic, decision support systems for medicine based on 
evidence, Electronic Health Record (EHR) and medical imaging 
technology [30].  

A maturity model shows the change and improvement of an 
organization over time. Maturity models have proven to be a helpful 
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instrument because these models allow one to better position an 
organization in terms of its maturity level and help stimulate continuous 
improvement [31, 32]. In this work, we consider a maturity model to 
evaluate the current position of the healthcare organizations involved in 
our work and to define roadmaps for improving their position. 

Since the seventies, ICT adoption and maturity have been extensively 
discussed in the management literature. The concept of maturity in ICT 
was introduced in [33]. Maturity models for ICT management have 
instigated extensive discussion, and many researchers have conducted 
studies to validate them, which led to several extensions of these models 
[14, 34, 35]. Overall, maturity models provide an overview of the 
structure of elements that represent the effectiveness of ICT management 
processes in organizations. In the healthcare domain, maturity models 
range from specific models, such as the PACS Maturity Model [36] to generic 
models, such as the Electronic Healthcare Maturity Model (eHMM) [37, 38]. 

The application of ICT in healthcare is relatively recent. ICT has been 
applied in healthcare for no more than five decades, but it brought 
enormous benefits to healthcare. The following facts were observed [39]:  

(i) the shift from paper-based to computer-based processing and 
storage, as well as the increase of more availability of information 
in healthcare settings;  

(ii) the shift from institution-centered departmental and, later, hospital 
information systems towards regional and global HIS;  

(iii) the inclusion of patients and health consumers as HIS users, besides 
healthcare professionals and administrators;  

(iv) the use of HIS data not only for patient care and administrative 
purposes, but also for healthcare planning as well as clinical and 
epidemiological research;  

(v) the shift from focusing mainly on technical HIS problems to those 
of change management as well as of strategic information 
management;  

(vi) the shift from mainly alphanumeric data in HIS to images; and 
(vii) the steady inclusion of new technologies, such as ubiquitous 

computing environments and sensor-based technologies for health 
monitoring. 

2.1.1 Maturity Models 

The use of a maturity model allows an organization to have its methods and 
processes evaluated according to management best practices, against a 
clear set of external test results. Maturity model assumes the availability of 
established patterns, created in terms of stages of an organization’s 
development. Typically, the stages are: (1) sequential in nature; (2) occur 



EVOLUTION OF HEALTHCARE INFORMATION SYSTEMS 23 

as a hierarchical progression that is not easily reversed; and (3) involve a 
wide range of organizational activities [40]. 

After investigating the use of ICT in large organizations in the US, 
Nolan proposed an evolutionary model initially containing four stages of 
maturity, and later two more stages have been added to the initial model 
[33]. The Revised Model of Maturity Stages [41] was the most comprehensive 
and detailed maturity model published so far, and gained consensus, 
because it defined seven maturity influence factors with equal importance. 
This model assumes that an organization may find itself at different 
maturity levels under different influence factors, such as strategic 
approach, business culture, information technology and process 
management [42]. 

The definition of development and growth stages is still being extended 
and applied in organizations. There are several examples of maturity 
models that focus on different organizational and ICT fields, such as 
Capability Maturity Model Integration (CMMI), for software development 
process [43], and the Picture Archiving and Communication Systems maturity 
model (PMM) [36], for medical imaging technology maturing. 

CMMI inspired the development of dozens of other maturity models, 
which were developed and applied in various domains and contexts. 
CMMI is a process model that provides a clear definition of what an 
organization should do to promote behaviors that lead to improved 
performance. Figure 2-4 shows the five maturity levels defined in CMMI as 
the most important elements that are required to produce or deliver better 
products and services [44].  

 

Figure 2-4  CMMI 
Maturity Levels (Source: 
Sang and Lin, 2009) 
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The use of maturity model allows: (i) to provide a way of measuring the 
current situation of an organization by means of maturity level indicators; 
(ii) to facilitate the establishment of an improvement process that best suits 
the organization, while remaining within the prescribed best practice 
parameters of the particular domain; and (iii) the organization to quickly 
understand the benefits of current processes and can proactively 
understand what benefits to expect in the future [45, 46]. 

2.1.2 Healthcare IT Maturity 

Healthcare organizations initially have realized that their fundamental 
problem was the lack of technological infrastructure and an inability to 
properly manage the healthcare processes. An analysis of the current 
healthcare context shows clearly the impact of introducing IT in healthcare 
environments. However, the benefits of modern technology and better 
methods and tools in healthcare cannot be achieved in undisciplined 
healthcare processes. These are the reasons why maturity models are 
useful to manage ICT in healthcare organizations [37, 47].  

An immature healthcare organization can be defined as reactive in 
nature, with personnel who usually concentrate on taking care of issues; it 
absences of destination premise basis for judging product (service) quality 
or for tackling product or process problems; and offers healthcare product 
quality. 

In contrast, a mature facility can be characterized as an organization 
that has the capacity to manage healthcare quality and expense adequacy; in 
which the healthcare processes ordered are reliable with the ways the work 
accomplishes really; where improvements are obtained through controlled 
pilot-tests and/or expense profit investigation; and with managers who are 
capable of checking the quality of the healthcare services and customer 
satisfaction. 

Understanding the level of capability of IT in healthcare organizations is 
a challenge in the context of healthcare nowadays. Maturity models have 
been proposed in the literature for healthcare IT management, such as the 
Electronic Healthcare Maturity Model (eHMM) [37], International Data 
Corporation (IDC) Health Insights Maturity Model [48], United Kingdom 
National Health Service (NHS)3 and Electronic Medical Record Adoption Model 
(EMRAM)4, which was introduced by the Healthcare Information and 
Management Systems Society Analytics (HIMSS). 

3 http://www.connectingforhealth.nhs.uk/systemsandservices/nimm 
4 http://www.himssanalytics.org/emram/ 
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2.1.3 Electronic Medical Record Adoption Model (EMRAM) 

An Electronic Medical Record (EMR) has been defined as a digital version 
of health-related information on an individual that is created, gathered, 
managed, and consulted by licensed clinicians and staff from a single 
organization who are involved in the individual’s healthcare [49]. 
Electronic Healthcare Record (EHR) consists of aggregating electronic 
records of health-related information on an individual that is created and 
gathered cumulatively across more than one healthcare organization and is 
managed and consulted by licensed clinicians and staff involved in the 
individual’s healthcare [50]. 

HIMSS aimed at IT decision-makers who are responsible for delivering 
and running clinical e-health systems as well as more traditional IT systems 
[51]. The results of HIMSS provide a solid foundation to trigger senior 
level decisions within the hospital to benefit from constrained IT 
organizational capabilities, which are considered essential for delivering 
and running better healthcare information systems and services. HIMSS 
identifies the levels of electronic medical record (EMR) capabilities [52]. 
HIMSS Analytics Electronic Medical Record Adoption Model (EMRAM) 
incorporates methodology and algorithms to automatically score the more 
than 5.400 U.S. and approximately 650 Canadian hospitals in the HIMSS 
Analytics database relative to their EMR capabilities [53].  

Ranging from limited ancillary department systems through a paperless 
EMR environment, EMRAM scores provide peer comparisons for hospital 
organizations as they strategize their path to implementing a complete 
EMR and participation in an EHR. The stages of the model are as follows: 
- Stage 0: some clinical automation may exist. The healthcare provider 

has not installed the ancillary clinical systems (laboratory, pharmacy 
and radiology); 

- Stage 1: all three major ancillary clinical systems are installed, namely 
laboratory, pharmacy and radiology; 

- Stage 2: major ancillary clinical systems feed data to a clinical data 
repository (CDR) that provides access to physicians for retrieving and 
reviewing results. CDR contains a controlled medical vocabulary 
(CMV) and the clinical decision support system and rules engine for 
rudimentary conflict checking; 

- Stage 3: clinical documentation is available, including vital signs, 
nursing notes and care planning charts. The first level of clinical 
decision support is implemented to conduct error checking with order 
entry, such as drug/drug, drug/food, drug/lab conflict checking 
normally performed by the pharmacy. Some level of medical image 
access from a picture archive and communication systems (PACS) are 
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available to be accessed by healthcare professionals via an intranet or 
other secure networks; 

- Stage 4: computerized physician order entry (CPOE) for services 
(e.g., laboratory, medication prescription and surgery room) is 
assigned to the nursing documentation and CDR environment. 
Second-level of clinical decision support related to evidence-based 
medicine protocols are implemented; 

- Stage 5: the closed loop medication administration environment is 
fully implemented in at least one patient care service area. The 
electronic medication administration record and bar coding or other 
auto-identification technology are implemented and integrated with 
CPOE and pharmacy to maximize point-of-care patient safety 
processes for medication administration; 

- Stage 6: full physician documentation is implemented for at least one 
patient care service area. A full environment of PACS systems is 
implemented, i.e., all film-based images are available to physicians via 
an intranet or other secure network; 

- Stage 7: the healthcare provider has a paperless EMR environment: 
clinical information can be readily shared via continuity of care (CCD) 
electronic transactions with all entities within healthcare networks, 
such as hospitals, ambulatory clinics, sub-acute environments, 
employers, payers and patients; IT systems allow the healthcare 
provider to support the true sharing and use of health and wellness 
information by consumers and providers alike; and healthcare 
providers use data warehousing and mining technologies to capture 
and analyze care data, and improve care protocols via decision 
support. 

 
According to the HIMSS Analytics Database5 (2012), the majority of 

European hospitals are in the early stages of EMR adoption. Currently 29 
percent of European hospitals have not achieved Stage 1 and are at Stage 0, 
17 percent have achieved Stage 1, 28 percent have achieved stage 2, 
approximately three percent have achieved stage 3, approximately three 
percent have achieved Stage 4, approximately 16 percent have achieved 
Stage 5 and merely two percent of hospitals have achieved stage 6 and 
stage 7, as shown in Figure 2-5. 
  

5 http://himss.eu/analytics 
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According to the HIMSS Analytics Database6 (2013), the majority of 
Canadian hospitals are in the early stages of EMR adoption. Currently, 
approximately 45 percent of the Canadian hospital market has some level 
of EMR applications installed to support care delivery (stage 2 or higher). 
A further evaluation of the market shows the percentage of EMR adoption 
according to their stage as shown in Table 2-1. 
 

Stage Cumulative Capabilities 2013 
Stage 7 Complete EMR; clinical information can be readily shared 

via standardized electronic transactions; data 
warehousing; data continuity for all hospital services 

0.0% 

Stage 6 Physician documentation (structured templates); full 
Clinical Decision Support (CDS), full radiology PACS 

0.6% 

Stage 5 Closed loop medication administration.  0.0% 
Stage 4 Computerized Practitioner Order Entry (CPOE); CDS is 

related to evidence based medicine protocols (clinical 
protocols) 

3.8% 

Stage 3 Clinical documentation (flow sheets), first level for CDS 
(error checking); PACS available outside Radiology; full 
healthcare information exchange (HIE) 

32.2% 

Stage 2 Clinical Data Repository (CDR); CDR contains a 
controlled medical vocabulary; CDS with rudimentary 
conflict checking; Document Imaging may be supported 

29.1% 

Stage 1 All three ancillaries systems are installed 14.5% 

6 http://www.himssanalytics.org/data/annualStudy.aspx 

Figure 2-5  EMRAM 
Scores, % Hospitals, 
Q4/2013 (Source: 
HIMSS Analytics 
Database, 2012) 

Table 2-1  HIMSS 
Adoption Maturity Model 
(Source: Data from 
HIMSS Analytics 
Database, 2013) 
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Stage 0 At least one of three ancillary systems is not installed. 
Healthcare organizations are not able to participate in an 
EHR initiative without manually entering healthcare 
information into the EHR system 

19.8% 

 
The consolidated rate of Canadian healthcare organizations in stage 1 and 
stage 2 implies that major ancillary clinical systems are installed and they 
encourage electronic healthcare information for healthcare experts in 
healthcare environments. Once the healthcare information exchange is 
completely operational, it will empower healthcare information to be 
shared electronically among patients, healthcare professionals and 
healthcare providers.  

According to the HIMSS Analytics results, the great amount of work 
and investment must be done by healthcare organizations to implement 
clinical systems to empower their cooperation in EHR initiatives. All the 
more significantly, further implementation of higher stage healthcare 
applications will empower the diminishment or elimination of medical 
lapses, while digital environment offers these profits. The higher stages of 
the model reflect enhanced patient care, as well as improvements in 
productivity and adequacy with which patient care services are conveyed 
by clinicians.  

In our research, we have investigated healthcare organizations that 
operate with ancillary clinical systems, but have not yet achieved the 
semantic interoperability level necessary to exchange healthcare 
information between healthcare systems. We have considered healthcare 
organizations at the stages 1-3 of the HIMSS adoption model. These 
organizations aim to deliver the capabilities focusing on sharing patient 
information among all of the stakeholders. 

2.2 State of Practice 

Traditionally, the healthcare environment is quite complex because it 
involves a huge amount of stakeholders such as physicians, nurses, 
pharmacists, laboratory technicians who participate in the treatment of 
patients, so that each of these stakeholders have different goals and 
generate information needed by the others. Clinical information in the 
healthcare domain is also complex due to the dynamic nature of healthcare 
and because it covers distinctive sorts of data, such as clinical data, 
laboratory data and patient administration. 

Attaining a completely paperless environment within a healthcare 
environment is more than likely an improbable desire. Maturity model 
should be a continuous solution concentrated on the strategic removal of 
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paper from the healthcare organizations. Paper-based systems have been 
used within healthcare organizations and these systems are inefficient for 
dealing with the measures of clinical information that can affect patient 
forethought. For example: 
- The conventional medical record may be illegible because it is hand 

written and poorly organized, making it difficult for physicians to 
locate the information they need about past medical reports and their 
results [54, 55]; 

- Healthcare professionals must often care for patients without any 
historical clinical information whatsoever. Patients frequently do not 
know or cannot communicate their clinical information, and current 
healthcare processes tend to fragment the typical patient’s records 
among several hospitals, laboratories and medical clinics, which can 
cause delay, disruptions or errors in patients’ healthcare [56, 57]; 

- Patients often do not have access to accurate and reliable information 
or are not able to retrieve, understand and use this information to meet 
their individual needs [58]. 
 
The current e-health standardization has aimed at achieving 

interoperability to exchange information in the healthcare domain. 
Interoperability is generally defined as the ability of different information 
systems and software applications to communicate, to exchange data 
accurately, effectively, and consistently, and use the information that has 
been exchanged [59]. Interoperability in the healthcare domain can be 
investigated in different contexts, such as in the information exchange 
between healthcare applications, EHRs or patient identifiers [60]. 

Interoperability can be classified as syntactic and semantic 
interoperability. Syntactic interoperability only ensures that the message is 
readable by the receiving system, but it does not guarantee that the 
content of the received information can be understood and processed by 
the receiving system. Therefore, to guarantee interoperability, semantic 
interoperability must be provided. Semantic interoperability can be defined as 
the ability of two or more computer systems to exchange information and 
automatically interpret the meaning of this information accurately enough 
to produce useful results to the end users of both systems [61, 62]. 

Healthcare systems associate some specific meaning to the concepts 
they use during their operation. However, since each system places its 
own meaning on concepts, problems may occur when systems are 
expected to interoperate with each other because these meanings may be 
disparate [63]. One way to address this problem is to apply standards that 
encode the meaning of the concepts. These standards must be structured in 
such a way that can be understood by different computers, but also by 
humans. 
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Nevertheless, as beneficial as semantic interoperability is to healthcare, 
at present, it is largely an unreached goal. This is chiefly because the 
information systems used within the healthcare environments have a large 
number of heterogeneous, distributed, and mostly proprietary models for 
representing and recording patients’ information [64, 65]. 

Numerous solutions have been proposed to achieve interoperability in 
the healthcare, with different degrees of success. These include the use of 
standards, ontologies, web services and archetypes [60, 66, 67]. However, 
the effective and meaningful information exchange of healthcare 
information is yet to be achieved across healthcare information systems. 

2.2.1 Interoperability Challenges 

In healthcare scenarios, clinical information can be transmitted without the 
overhead of express semantics representation. For instance, a specialist can 
return results of a laboratory test without sending the descriptions of the 
equipment used to produce the test results. Information exchange can 
cause interoperability problems in healthcare, because the clinical 
information without the semantic model can be misinterpreted or 
overlooked. For example, the format for describing test results used by a 
laboratory might be so different from the format used by a clinic where the 
patient is being treated that results may be misinterpreted, due the issues 
related to the reference ranges on different equipment designed to 
perform the same measurements as well the constantly changing reference 
ranges. Incorporation of these data and semantic models in the information 
transferred between systems enables automation to interpret the data and 
to translate them in each specific system. 

The goal of standardization is to provide consistent specifications to be 
shared by all parties manufacturing the same products, or providing the 
same services [68]. Standards are being developed in different domains, in 
order to have a common concept on syntax and semantics to ensure 
interoperability in each specific domain. The major goal of standards in the 
healthcare domain is to improve patient care by allowing interoperability 
between heterogeneous systems. In the healthcare domain, information is 
expected to be exchanged in the form of standardized reports. 

Standards have been developed in healthcare domain, such as the HL7 
Clinical Document Architecture (CDA)7, openEHR dual model8, CEN ENV 
13606 Electronic Healthcare Record Communication (EHRcom)9, Digital 
imaging and communication in medicine (DICOM)10, International Classification 

7 http://www.hl7.org/ 
8 http://www.openehr.org/ 
9 http://www.en13606.org/ 
10 http://medical.nema.org/ 
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of Disease (ICD)11. Healthcare organizations, however, often do not 
conform to a single standard, and the use of multiple standards can also 
hamper interoperability. 

Standard vocabularies provide the means for organizations to exchange 
healthcare information. Existing efforts aimed at achieving semantic 
interoperability within the healthcare domain rely on agreements about the 
meaning of concepts represented in terminology systems such as 
nomenclatures, thesauri, or ontologies [69]. However, the growth of 
incompatible heterogeneous terminology and ontologies in healthcare 
domain actually make the problem of interoperability worse, e.g., due to 
possible multiple representations of the same clinical concepts [70]. 

2.2.2 Legacy Healthcare Information Systems 

In computing, ‘legacy’ denotes hardware and software that have been 
superseded but are difficult to replace because of their widespread use 
[71]. Mainly, a legacy software system is often considered as any existing 
software artifact that cannot be discarded or easily converted to new 
technologies or re-engineered due to its unstructured design. Legacy 
systems that have been designed with outdated technology compensate for 
the dominant part of the systems in numerous client application situations 
[10].  

Legacy systems are frequently hard to improve, replace and maintain in 
light of the fact that there is a general absence of understanding of how 
these systems have been designed. The designers of a legacy system may 
have left the organization, leaving nobody ready to clarify how it works. 
This circumstance is often aggravated throughout the years by insufficient 
documentation. Moreover, most legacy systems were designed using 
outdated programming languages and paradigms. Legacy system 
integration with more current systems may also be troublesome in light of 
the fact that new systems may use distinctive technologies. 

Legacy healthcare information systems implemented prior to the 
introduction of common standards have limited interoperability 
capabilities, and these systems are still in use today. Their data storage and 
data structure are specific and often proprietary. Further, most of these 
legacy systems have been designed for a single task. Many of these systems 
have been originally designed so that interoperability with other vendors’ 
applications is not straightforward, in order to ensure market share and to 
encourage their purchase by healthcare facilities. 

Large healthcare institutions (hospitals) have made significant 
investments in computer systems, but paper-based records and fax-based 
communication is still the norm in many places, where computers are used 

11 http://www.who.int/classifications/icd/en/ 
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primarily for administrative functions [72]. It is necessary to modernize the 
legacy systems by providing an integration solution that allows them to 
communicate with each other in order to accomplish their semantic 
interoperability [73-75].  

The integration of legacy systems with other systems of the healthcare 
network is one of the requirements to achieve interoperability in the 
healthcare domain. This is because legacy systems are in operation and it is 
expensive to replace them, and thus they cannot be isolated from other 
systems. A middleware system can be used to achieve the interoperability 
between healthcare systems by performing the necessary message 
translations.  

2.3 Consequences of Pervasive Healthcare 

Pervasive healthcare may be defined from two perspectives: (technological) 
as the application of pervasive computing technologies to healthcare, and 
(societal) as the provision of healthcare anywhere, anytime and to anyone 
[76, 77]. In essence, to be effective pervasive healthcare must simplify 
daily activities with open standards-based applications. It must enable 
healthcare professionals be more efficient, leaving them with more spare 
time in their daily tasks [78]. 

Pervasive healthcare is closely related to ubiquitous computing, which 
is often mentioned as a potential fosterer for improving healthcare [79-81]. 
While the term pervasive stands for the tendency to expand or permeate, 
ubiquity is the property of being omnipresent. In this sense, the goal of 
pervasive healthcare is to become the means for achieving ubiquitous 
healthcare [82-84]. Pervasive healthcare can benefit from ubiquitous 
computing technologies by: (i) enabling distributed computing and 
processing of health information, (ii) decreasing healthcare costs by 
providing fast and appropriate care to patients, (iii) changing into a 
distributed model, in order to produce faster responses and to allow 
patients to better manage their own health. 

Nowadays, modern biomedical data acquisition devices and the 
deployment of fast wireless networks have enabled the introduction of 
several pervasive healthcare applications.  

2.3.1 General Requirements 

In pervasive healthcare environments, the way a user interacts with an 
environment, with other people and with computers becomes more 
intensive. The way in which people interact is enriched with a hybrid mix 
of communication technologies and interaction devices [85]. Proactivity 
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and transparency should be balanced during the interaction. To accomplish 
this balance, a system should be able to infer by observing user behavior 
and context information.  

The pervasive healthcare model requires a reliable wireless 
infrastructure in order to provide access and exchange of clinical 
information. Many of the existing and emerging wireless networks, such as 
cellular-oriented, wireless LAN, satellites and short-range technologies 
such as Bluetooth and Radio Frequency ID (RFID) can support the exchange of 
information in healthcare environments [86-89]. 

A number of situations in pervasive healthcare could be covered by 
using wireless communication technologies in a context-aware 
environment. This includes passive context-awareness, where the system 
becomes aware of its context but does not adapt to the context changes, 
and active context-aware in which the system adapts to context changes. 
Wireless healthcare monitoring system should be actively context-aware, 
which should help improve decision making by healthcare professionals on 
the patients’ current conditions and healthcare needs. In healthcare 
monitoring, users of pervasive healthcare systems can be patients whose 
primary role is being monitored for one or more health conditions and 
receive the necessary medical attention, or healthcare professionals, whose 
primary task is to receive accurate information on the monitored patients 
and take decisions based on these conditions and the patients’ required 
care [86]. 

One of the challenges in healthcare monitoring using wireless networks 
is due to the reliability of message exchange. Privacy and security issues are 
also potential problems, as healthcare information should be available only 
to authorized persons. Privacy and security have not yet been properly 
dealt with in relation to legacy healthcare information systems [90, 91]. 

The usability of pervasive healthcare environments is another challenge, 
at least in the near future. People who are less technically knowledgeable 
are generally willing to use pervasive devices if these devices facilitate their 
daily tasks, give them more independence, and offer intuitive interfaces 
[92]. 

2.3.2 Challenges 

In a pervasive healthcare environment, the amount of actual end-users and 
devices tends to increase, as well as the interactions between them. A huge 
number of applications are distributed and installed separately for each 
device class, processor family, and operating system. As the number of 
devices grows, these applications tend to become unmanageable. In this 
sense, pervasive healthcare should be introduced to hide the heterogeneity 
of the underlying technology.  
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These challenges encompass several issues:  
(i) sensing, computing and communication functions need to become 

invisible technologies within the environments as part of daily life, 
according to Weiser [93, 94]; 

(ii) the high degree of availability and quality of data transmissions must be 
offered by applications where the timely delivery and processing of 
sensor data is crucial;  

(iii) the scalability is a crucial problem in pervasive healthcare, since the 
number of interactions between devices increases as more users are 
involved;  

(iv) the heterogeneity of technologies and infrastructures involved in 
healthcare environments requires the reduction of IT complexity 
applied in these environments to overcome the amount of pervasive 
technologies; and 

(v) the smart environments, consisting of embedded computers and multi 
sensors that should adapt to the changes in an environment, 
recognizing end-users and providing services to them.  

 
Challenges in pervasive healthcare are about understanding healthcare 

issues from a technological and societal point of view and about designing 
and assessing technologies that help integrate healthcare more seamlessly 
into daily life. Designing such systems is a complex process, requiring an 
interdisciplinary approach and team collaborations. In pervasive healthcare 
environment, the benefits might easily overcome the challenges. For 
example, we expect that most patients are willing to give away part of 
their privacy for their well-being on medical treatment; however this must 
not lead to disadvantages outside this context. 

2.4 Example: Cardiology Domain 

Our research has been inspired by difficulties identified in the cardiology 
domain, which is one of the best examples of the importance of teamwork. 
During the course of our research, we analyzed a hospital stay in which a 
cardiac patient may interact with several stakeholders, such as physicians, 
nurses and technicians. Effective and efficient clinical practice thus involves 
many circumstances where critical information must be accurately 
communicated. In our research, we observed that when the cardiology 
healthcare professionals do not communicate effectively, patient safety is at 
risk for a number of motives, such as misinterpretation of information, 
absence of critical information, and unclear orders over the telephone 
between healthcare professionals. Stakeholders’ collaboration is essential in 
healthcare environments, and particularly in the cardiology domain. 
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Modern healthcare professionals use technology to support their 
decisions in order to ensure accuracy and treat patients effectively and 
efficiently. However, sometimes human-error is a decisive factor in patient 
care decisions. This is one of the main reasons for inaccurate diagnosis. In 
the cardiology domain, inaccurate and inefficient diagnosis can lead to 
awful consequences [95, 96]. Therefore, cardiology is a delicate area that 
needs an even higher accuracy level because inaccuracy in this area may 
incur in life threatening situations.  

In order to illustrate this we considered the example of a cardiovascular 
surgery. Due to the complexity of the resources involved, cardiovascular 
surgery requires the full integration of individual efforts with maximum 
efficiency to make sure that each action plan is performed successfully. 
Cardiovascular surgery is performed by a work group of highly trained 
staff, termed the Heart Team [97], consisting of: 
- Cardiovascular surgeon, who leads the surgical team;  
- Assistant surgeon, who provides aid in exposure, hemostasis, closure, 

and other intraoperative technical functions that help the 
cardiovascular surgeon carry out a safe operation with optimal results 
for the patient; 

- Cardiovascular anesthesiologist, who administers the drugs needed to 
keep patients asleep during surgery; 

- Perfusionist, who operates the cardiopulmonary bypass machine; and 
- Cardiovascular nurses, who are specially trained to assist during cardiac 

surgery. Prior to initiation of anesthesia, most cardiac surgery patients 
undergo the insertion of a peripheral intravenous catheter, an arterial 
line, and a pulmonary artery catheter, and cardiovascular nurses are 
responsible for this. 

 
Diagnosis of cardiovascular diseases is complex since combinations of 

tests have to be used to diagnose such a disease. Resources such as clinical 
details, electrocardiogram, echocardiography, stress testing, coronary 
angiography, cardiac catheterization, blood pressure, pulse rate, 
cholesterol level and blood test reports, and even patients’ history, gender 
and age all are important when diagnosing a cardiovascular disease.  

2.4.1 Cardiology Healthcare Network 

Patients and healthcare professionals are constantly being moved from one 
location to another, and rapid access to information can become vital at 
any time of day in healthcare environments. Healthcare providers 
understand that IT networks, data storage and data management have 
become more critical than ever, and collaboration with other healthcare 
providers is no longer an option, but rather a necessity. In order to 
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provide quality healthcare to everyone in the communities they serve is 
necessary a network of healthcare providers. 

The Cardiology Healthcare Network of Santa Casa Hospital Marília 
consists of a collaboration among healthcare providers and provides 
ongoing follow-up care for cardiovascular diseases in city of Marília and 
region, as illustrated in Figure 2-6. The Cardiology Healthcare Network 
was designed so that healthcare professionals provide high quality 
healthcare to everyone in the communities they serve. In this healthcare 
network, the CCCM is the Cardiac Department of the Santa Casa 
Hospital, in which the healthcare professionals are committed to 
preventing and treating cardiovascular diseases to their patients in a 
collaborative environment. Figure 2-6 shows that to achieve their goals, the 
CCCM’s healthcare professionals provide an array of healthcare 
management services involving many providers, such as the blood bank 
(Hemonúcleo), clinical laboratories (LIS-IV I and LIS-IV II) and primary 
care (UPS) of the Santa Casa Hospital; two cardiology clinics (Prevencor 
and ICM), which provide support to perform tests to diagnose 
cardiovascular diseases; and CRTB clinic, which provides support to 
patients that carry pacemaker. 

 

In the Cardiology Healthcare Network, as we observed in the Santa Casa 
Hospital Marília, the healthcare information systems and the plain old 
telephone system (POTS) were used to exchange information amongst the 
stakeholders. In this distributed healthcare environment, all the resources 
must be gathered in order to diagnose heart diseases efficiently. Several 

Figure 2-6  Cardiology 
Healthcare Network 
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scenarios in the cardiology domain still require that particular outcomes 
are achieved by communicating via the phone, for example, in the 
following circumstances:  
(i) a CCCM member calls a blood bank member to obtain information 

about the availability of blood stocks; 
(ii) a CCCM member calls an LIS-IV II member to obtain information 

about the availability of clinical laboratory results; 
(iii) a CCCM member calls a surgical center member to confirm the 

availability of an surgery room; 
(iv) a CCCM member calls the relevant cardiology clinics (ICM and 

Prevencor) to request medical reports about the patient’s EHR; 
(v) a CCCM member calls his staff members to make an appointment to 

discuss a patient’s cardiovascular surgery; 
(vi) a CCCM member calls a patient to make an appointment for a 

cardiovascular surgery to be performed; and 
(vii) a CRTB member calls a patient who carries a pacemaker to make an 

appointment for a pacemaker evaluation. 
 
The Cardiology Healthcare Network has faced many challenges related 

to an increasing volume of patients and information. Moreover, an aging 
population has aggravated the problems in the cardiology sector by 
hypertension, diabetes mellitus and cardiac arrhythmias [98]. The 
cardiology network is committed to improving patient care and healthcare 
management, thereby making the patients central in the healthcare 
process, who should receive the best healthcare possible.  

2.4.2 Problems in the Cardiology Healthcare Network 

We investigated the healthcare organizations and legacy healthcare 
information systems that work within the Cardiology Healthcare Network 
in order to better understand the daily tasks and organizational processes. 
In the daily tasks of the Cardiology Healthcare Network, we observed 
several problems: 
(i) the CCCM information system does not allow the Heart Team 

members to know when the health resources become available to 
prevent and treat cardiovascular diseases, such as blood stocks and 
surgery rooms;  

(ii) the healthcare professionals who use the legacy healthcare 
information systems in the cardiology network spend more than 
necessary time searching, retrieving, consulting, and interchanging 
clinical information about their patients; 
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(iii) in synchronous communication forms, such as in a phone call, the 
participating parties must be both present; and therefore, time is 
wasted if one party cannot reach the other; 

(iv) because of the time-consuming use of distributed legacy healthcare 
information systems and phone calls in many scenarios, the Heart 
Team members have less time available for their medical activities; 

(v) even though the medical reports are available online in several 
cardiology clinics, the quality of these reports depends on human 
factors. For instance, any mistake made by an assistant, such as 
exchanging records of two namesake patients when requesting 
medical reports from a physician, may have dramatic consequences 
for patients; 

(vi) assistants are responsible for the scheduling of cardiovascular 
treatments and the notification of appointments dates to patients. If 
patients miss their appointments, time is wasted, obstructing the 
provision of healthcare and decreasing the number of patients that 
can be serviced; 

(vii) on a patient’s arrival, if healthcare professionals do not have the 
patient clinical history at hand, clinical staff and healthcare resources 
are wasted; 

(viii) following a treatment is essential to preventive care, and it has been 
a huge problem in this complex healthcare environment, resulting in 
a risk of post-discharge recovery complications and duplication of 
efforts (i.e., the same patient may be readmitted for the same 
treatment in other medical clinic).  

 
The problems identified above are a consequence of inadequate 

communication between the legacy systems in the Cardiology Healthcare 
Network. These problems characterize the so called automation gap [99, 
100], which typify the lack between the current practices and the desired 
maturity level. A technological support that automates error-prone human 
processes is necessary to solve the above-mentioned problems.  

 
 



 

Chapter 3 

3. Building Blocks for Pervasive 
Healthcare 

Pervasive healthcare has become one of the most active fields of research 
within ubiquitous computing. In our research, we selected a set of 
technologies that can play the role of building blocks for pervasive 
healthcare: (i) ubiquitous applications that use context-aware computing to 
enable the transparency of the computers that pervade the everyday life, 
(ii) healthcare standards for sharing and reuse of information from many 
healthcare domains, (iii) Service-Oriented Architecture, which offers 
capabilities to support reuse and sharing of resources across the healthcare 
organizations, and (iv) agent technologies, which assist healthcare 
providers and patients in performing activities in their daily lives. This 
chapter defines the basic terminology and fundamental concepts of these 
technologies, which we have used in this thesis. 

This chapter is organized as follows: Section 3.1 discusses the 
ubiquitous computing technologies applied in this work. It also discusses 
the notions of context and context-aware computing, which are strongly 
associated with this line of research. Section 3.2 discusses the state-of-the-
art in health-related standards. Section 3.3 presents the openEHR dual 
model approach. Section 3.4 explains the Service-Oriented Architecture 
concepts. Section 3.5 discusses the use of software agents in application 
infrastructures. 

3.1 Ubiquitous Computing 

The term ubiquitous computing was introduced by Mark Weiser (1991) [93] 
to denote what was called the third wave of computing. In the early years 
of computers, the mainframes were stand-alone devices shared by many 
people. This first wave of computing ended with the introduction of 
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personal computers. The second wave, which is currently fading out, is 
characterized by one to one relationships between the user and computers. 
Ubiquitous computing was then the next wave, in which information 
processing has been thoroughly integrated into everyday objects and 
activities. In the course of ordinary activities, someone ‘using’ ubiquitous 
computing engages in interaction with many computational devices and 
systems simultaneously, and may not necessarily even be aware that he is 
doing so. 

Weiser envisioned that our interaction with computer technology 
would no longer be limited to the personal computer and conventional 
input and output devices, but that we would have constant interaction with 
multiple interconnected computers and sensors embedded in rooms, 
furniture, clothes, tools and other items that surround us. In this way, 
persons, places, and physical objects in the world would become potential 
elements of computer interaction. By enabling computers embedded in the 
physical environments to sense and adapt to events occurring in the real 
world, that is, making them context-aware, they would effectively become 
seamlessly integrated with our daily activities. 

3.1.1 Ubiquitous Computing Dimensions 

Various terms have been used to refer to one of the lines of research that 
this work follows, such as Ubiquitous computing, Pervasive computing, Context-
aware computing, and Mobile computing. Lyytinen and Yoo [101] suggest that 
there are conceptual differences between these terms, and each term 
employs different ideas about how computing services should be managed 
and organized according to the level of embeddedness and mobility, as 
shown in Figure 3-7. Mobile computing is fundamentally about increasing our 
capability to physically move computing services with us. Another 
dimension in Figure 3-7 is Pervasive computing, which is based on the idea of 
embedding computer technology in the physical environments in which we 
move, and that these embedded computers are able to detect and respond 
to changes in their local environments. Ubiquitous computing builds on the 
ideas of high device mobility and that the applications running on these 
devices are able to adapt to changing environments as they are carried 
around by users. Ubiquitous computing is characterized by physical and 
cognitive embedded systems, networking, ubiquity, and context-
awareness. 
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The ultimate goal of ubiquitous technologies is to implement calm 
technologies, a world where computers do not cause stress, but enhance our 
lives and facilitate many tasks [102]. Calm technologies are those that stay 
in the background and get invisible for their users. Mostly they provide 
important services to the user, but simultaneously allow the user to forget 
about them and therefore are quite powerful. 

The following features characterize ubiquitous computing: 
decentralization or modularity of the systems and their widespread 
network; embedding of the computer hardware and software in equipment 
and objects of daily use; mobile support for the user through information 
services anywhere and anytime; context-awareness and adaptation of the 
system to current information requirements; automatic recognition and 
autonomous processing of repetitive tasks without user intervention [103, 
104]. 

3.1.2 Technologies 

Ubiquitous computing utilizes the whole range of modern information and 
communication technologies. Hence, advances in communication 
technology, microelectronics, energy supply, user interfaces, information 
security, sensors and localization technology are of particular significance 
for ubiquitous computing. Communication technology, in particular 
mobile communication, is considered the key technology in ubiquitous 
computing. Besides consolidated technologies like Ethernet and UMTS, 
increasingly self-organizing ad hoc networks and a number of powerful, 
close-range technologies are available nowadays [105].  

Ubiquitous computing has a considerable economic potential to 
increase efficiency and thus competitiveness. In contrast, ubiquitous 
computing enables a great number of new services, whose usefulness for 
citizens and economic viability must still be demonstrated. In order for this 

Figure 3-7  Dimensions 
of Ubiquitous computing 
(Source: Lyytinen and 
Yoo, 2002) 
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potential to be actually accomplished, however, a number of pre-
conditions must be fulfilled [103, 106]: 
(i) ubiquitous computing requires the installation of devices in the 

environment, like sensors and actuators. Thus, device standardization 
is needed to allow that ubiquitous computing projects should continue 
justifying the investments and; 

(ii) creation of timely access to ubiquitous computing technology for 
medium-sized companies and their participation in the standardization 
processes. This not only ensures the realization of network 
externalities but also helps prevent a domination of large, often 
globally active enterprises. 

 
Due to their general character, many applications of ubiquitous 

computing are possible in various domains. This study concentrates on 
applications in healthcare environments. We expect that an increase in 
process efficiency and productivity will limit the costs in the healthcare 
system, and ubiquitous computing can open up possibilities for quality 
improvements in healthcare. The proponents of pervasive healthcare see 
possible applications in diagnostic, therapeutic, nursing and documentation 
functions [103]. 

The healthcare area is certainly a complex environment for the 
introduction of ubiquitous computing, for multiple reasons. Medical data 
are the most privacy-sensitive and thus require appropriate data protection 
measures, such as tiered access procedures, the prevention of new 
transient data access and undesirable secondary use [107]. The government 
and insurance companies may be reluctant to finance pervasive healthcare 
under the existing reimbursement regulations, since this can trigger 
distribution battles among the various actors, for instance, about the issue 
of whether the home environment should be promoted as a healthcare and 
nursing location [108]. For these reasons alone, applications in the 
healthcare domain have rather a long-term perspective and must be 
implemented step-by-step. Finally, a number of ethical issues arise, which 
can be summarized under the captions security, autonomy and 
participation [109].  

3.1.3 Context-awareness 

The concept of context-awareness or context-aware computing plays a central 
role in the ubiquitous computing paradigm. Schilit and Theimer [110] used 
the term context-aware computing to refer to software that is able to adapt to 
its location of use, physically proximate people and objects, in addition to 
changes to those objects occurring over time. Often, context-aware 
computing enable computer services that can take automatic actions on 
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behalf of the user, such as presenting information relevant to the user’s 
location. 

Since the introduction of the term context-aware computing during the 
early 1990s, the notion of context and what it entails have been intensely 
debated within the relevant lines of research. Various definitions of context 
have been suggested in literature [110-112]. Typically, these definitions 
specify various types of situational information, such as location, identity, 
time and activity that characterize a specific usage situation [113]. In 
healthcare, all these contexts can be acquired from various kinds of 
sensors, which are distributed in a healthcare environment. This requires a 
new data management model to represent context in a sharable and 
reusable manner, and also requires systems to deal with a huge amount of 
data in real-time.  

Dey [114] defined context as “any physical object that can be used to 
characterize the situation of an entity”. An entity is a person, place, or object 
that is considered relevant to the interaction between a user and an 
application, including the user and the application themselves. 

When dealing with context, three entities can be distinguished [111]: 
places (e.g., rooms, buildings), people (e.g., individuals, groups) and things 
(e.g., physical objects, computer components). Each of these entities may 
be described by various attributes which can be classified into four 
categories: identity, which implies that each entity can be uniquely 
identified, location, which corresponds to an entity’s position, co-location, 
proximity, etc., status or activity, which refers to the intrinsic properties of 
an entity, e.g., temperature and lightning for a room, processes running 
currently on a device, etc. and time, which is used by timing mechanisms 
to accurately identify situations, ordering of events, etc. 

In context-aware systems in healthcare environments, applications 
should have knowledge of their surrounding physical and computing 
environment. This environment is composed of people, mobile and fixed 
computing devices, and things such as doors, walls, desks and chairs, 
amongst others.  

3.1.4 Location-based Services 

Knowledge of the location of users and devices is a pre-requisite for the 
support of context-aware healthcare applications. Locating physical objects 
is a separate research area, which involves the development of location 
hardware devices, software storage structures and mechanisms to 
determine the location of an object. Location has been already widely 
investigated for its use in context-aware systems [115-119].  

Location information used in isolation has limited applicability. This 
information can better be used together with information about the 
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domain in which it is gathered, to enable its visualization for presentation 
in a human readable form. For instance, information about a patient’s 
echocardiogram can be displayed in a monitor for cardiac surgeon located 
in a meeting room. Of particular relevance to context-aware applications 
is the knowledge about the physical objects in the immediate vicinity of a 
target object, such as a person. Many applications are not interested in the 
absolute location of an object, but only its relative location to other objects 
nearby, such as ‘if a person is standing in front of the workstation’ [120]. 

Ubiquitous computing solutions often combine interactive media with 
sensor technology. Regarding these technologies, this thesis has mainly 
concentrated on location-aware sensor technologies. Location-aware 
sensor technologies can detect users’ presence or physical position in 
space. This information can be used to trigger digital services or present 
information related to the user’s current location. Examples of presence 
and positioning technologies that enable location-based interaction include 
GPS, WLAN positioning, and Bluetooth Access Point (BAP) [121]. The later 
has been used in this work and is discussed in the sequel. 

Bluetooth 
We applied Bluetooth technology in our research for positioning due to 
the high availability of Bluetooth interfaces in current mobile devices, 
which makes this technology one of the most used in healthcare 
environments [122]. Projects like MyHeart [123], MobiHealth [124] and 
SMART [125] acknowledge its usability in real system implementations 
mainly working on top of the communication protocols provided by each 
vendor.  

The Bluetooth wireless technology provides a low-cost, low-power, 
short-range radio link for mobile devices and Local Area Network (LAN) 
access points. It offers fast and reliable digital transmissions of both voice 
and data, and operates in the 2.4 GHz Industrial, Scientific and Medical 
(ISM) band, which is globally available and license-free [126]. Bluetooth 
technology comprises hardware, software and interoperability 
requirements. It has been adopted in diverse areas, such as the automotive 
industry and the healthcare sector. Bluetooth is ideal for the office 
environment, and the ability of this technology to create ad hoc networks 
reduces connection delays, while permitting connectivity at a low-cost 
[127]. 

Bluetooth belongs to a category of Short-Range Wireless (SRW) 
technologies originally intended to replace the cables connecting portable 
and fixed electronic devices. It is typically used in mobile phones, cordless 
handsets and hands-free headsets. The specifications describe operation in 
three different power classes: for distances of 100 meters (long range), 10 
meters (ordinary range) and 10 cm (short range). Bluetooth has introduced 
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the notion of a Personal Area Network (PAN), a close range wireless 
network. The Service Discovery Protocol (SDP) allows Bluetooth devices to 
discover which services are available or to find a Bluetooth device that 
supports a specific service [128]. A key feature of the Bluetooth 
specification is that it allows devices from different manufacturers to 
cooperate. Bluetooth does not just define a radio system, but it also defines 
a software stack (Bluetooth Protocol Stack) to enable applications to find 
other Bluetooth devices in the area, discover what services they offer and 
use the services they require [129, 130].  

Even though Bluetooth technology has not been originally designed to 
support object localization, it offers this capability with advantages when 
compared with technologies like GPS since it is pervasively available in 
most mobile devices, is relatively cheap and the power consumption of 
Bluetooth components is relatively low. In contrast, because it has not 
been designed for object localization it does not offer the same accuracy as 
the technologies that have been specifically designed for this purpose [131]. 
For example, Bluetooth is not suitable for real-time target tracking. 
Nonetheless, the advantages mentioned earlier make Bluetooth a suitable 
technology for indoor co-localization, mainly because it can be realized, 
for example, with a simple bracelet that a person can wear [132, 133]. 

Healthcare systems could benefit from the knowledge about location of 
healthcare professionals, patients and devices by using the wireless 
infrastructure. Knowledge about location in healthcare environments can 
be helpful for finding people and to exchange information [134]. In this 
research, we applied BAP for estimating the location of devices in a 
healthcare environment through the device discovery phases performed by 
the Bluetooth master units [135]. 

3.2 Health-related Standards 

The development and adoption of healthcare standards for e-health 
standardization is essential for sharing clinical information between 
healthcare professionals in a multi-disciplinary environment, proper 
message exchange between healthcare organizations, and supporting 
information exchange between software from different vendors not being 
dependent of a single software manufacturer. 

Many different standards development organizations are working on e-
health standardization, such as HL7, openEHR, CEN/ISO EN13606, 
MLHIM, ISO/IEEE 11073, LOINC and SNOMED. HL7 and ISO are 
considered healthcare standards. openEHR and MLHIM provide open 
source specifications and reference implementations of future proof EHR 
systems. LOINC and SNOMED-CT are two of a multiplicity of controlled 
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vocabularies. Below we discuss the most prominent standardization efforts 
in e-health.  

3.2.1 Health Level 7 

Health Level 712 is a non-profit organization that develops a group of 
standards for communication of clinical information. These standards 
include message protocols (HL7 v2.x, v3), conceptual standards (e.g. HL7 
RIM), document standards (e.g., HL7 CDA), and application standards 
(e.g., HL7 Clinical Context Object Workgroup CCOW).  

Message protocols in HL7 have been designed to be triggered by 
events. A trigger event is an event in some clinical process, such as, e.g., a 
patient admission. A trigger event generates a request message that is sent 
to another system [136]. The HL7 v3 model contains concepts and data 
entities that are communicated in message exchanges, and shows semantic 
connections between those entities. It is used along with medical data 
standards such as LOINC or SNOMED CT to encode data in messages in 
an unambiguous way. 

3.2.2 openEHR Dual Model 

The openEHR specifications are maintained by the openEHR Foundation13, 
a not for profit foundation that supports the open research, development, 
and implementation of EHR based on openEHR. The openEHR 
specifications are based on a combination of 15 years of European and 
Australian research and development into EHR and new paradigms, 
including what has become known as the archetype methodology for 
specification of content. With the openEHR approach, clinical information 
can be structured, stored, managed and exchanged in a safe and reliable 
way between different healthcare providers [137].  

Even though HL7 is a well-known standard for the message exchange 
between heterogeneous HISs, it has some limitations for representing 
clinical knowledge, such as its combined use of structured components and 
coded terms, which can result in inconsistent interpretations of clinical 
information [138]. openEHR defined an architecture based on two-level 
modeling that separates information from knowledge, in this way 
addressing some limitations of HL7. openEHR dual model is relevant for 
our work and it has been applied for the message exchange between HIS, 
and it is discussed in more detail in Section 3.3. 

12 http://www.hl7.org/ 
13 http://www.openehr.org/ 
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3.2.3 Other Types of Interoperability in Healthcare 

Many different types of technologies aim to achieve interoperability in 
healthcare. These key healthcare integration technologies include 
CEN/ISO EN13606, MLHIM, ISO/IEEE 11073, LOINC and SNOMED.  

CEN/ISO EN13606 
CEN/ISO EN1360614 is a European norm from the European Committee 
for Standardization (CEN), and has also been approved as an international 
ISO standard. EN13606 is a communication standard for medical 
information in electronic health records and focuses on interfaces for data 
exchange and structured data packaging for communication. Information 
exchange can take place between entities such as clinical applications, 
central data repositories and software components. Health records can be 
transmitted as a whole or in fragments.  

MLHIM 
Multilevel Healthcare Information Modeling (MLHIM) specifications are a 
fully open set of specifications for the development of health information 
systems based on multilevel modeling. The MLHIM specifications are 
based on the concepts of the dual model approach inspired by openEHR 
specifications and the healthcare-specific data types as defined by the ISO 
21090 standard [139, 140]. MLHIM is an approach to programming 
computer systems that need to transmit data with unambiguous, shared 
meaning between different implementations. MLHIM advocates of an 
abstract framework embodying the syntactic structure and semantic 
context of sharable data, in sharable models based on the ubiquitous XML 
language technology suite [141].  

ISO/IEEE 11073 
The ISO 11073 [142] family of standards describes protocols and data 
formats for communication between electronic medical devices. It focuses 
on bedside devices that are used in acute care settings, and has been 
designed especially for supporting real-time interoperable plug-and-play of 
devices, simple implementation of protocol stacks and efficient message 
processing. 

LOINC 
LOINC15 stands for Logical Observation Identifiers Names and Codes and is a 
naming and coding system for clinical observations. LOINC is especially 
well suited to express laboratory results. It does not explicitly cover actual 

14 http://www.en13606.org/ 
15 http://loinc.org/ 
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diagnoses, which are usually described and encoded by the ICD coding 
system (International Classification of Diseases).  

SNOMED-CT 
SNOMED-CT16 stands for Systematized Nomenclature of Medicine - Clinical 
Terms and is a standard terminology of medical concepts, and aims at 
achieving semantic interoperability. Each concept is assigned a unique 
numeric code consisting of six to eighteen digits, such as, e.g., 22298006 
for myocardial infarction.  

3.3 openEHR  

Dual modeling has been shown to be a viable solution for the semantic 
interoperability of software systems, without imposing any specific 
programming languages or persistence models [141]. In dual modeling, 
there is a clear separation of information and knowledge levels. The 
information model is based on stable and generic concepts, whereas the 
knowledge model expresses the variability and dynamics of the problem 
field. The dual model approach allows domain experts to introduce clinical 
knowledge without changing the basic functions of the system, since this 
knowledge remains rigid within the information model [143]. The 
underlying idea of dual modeling is that the changes in the structure and 
business rules of a healthcare application are reflected on the knowledge 
model and not on the information model [144]. 

3.3.1 Dual Model 

The openEHR dual model prescribes the use of archetypes for describing 
clinical knowledge. openEHR defined the Archetype Definition Language 
(ADL) 1.4 release [145] and the Archetype Query Language (AQL) [146] 
to enable the definition of archetypes and queries on them. An archetype is 
a clinical model employed by a domain expert to represent a specific 
concept of this domain, allowing health professionals to become directly 
involved in the development of EHRs. The Clinical Knowledge Manager 
(CKM)17 is a collaborative system for archetype development, 
management and publishing. 

The openEHR approach has been developed based on a two-level 
model, as shown in Figure 3-8. On the first level, a Reference Model (RM) is 
defined for modeling an EHR structure using a predefined set of classes. 
On the second level, an Archetype Model (AM) defines specific concepts by 

16 http://www.ihtsdo.org/snomed-ct/ 
17 http://www.openehr.org/knowledge/ 
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restricting the RM classes in terms of archetypes, which are expressed in 
ADL and can be translated to any object-oriented implementation 
language. Data input from users are stored according to the RM, and must 
also comply with the concepts expressed by the archetypes. Since 
archetypes are designed by health experts and not by ICT professionals, 
this facilitates the interpretation of the knowledge extracted from the 
messages exchanged by HIS in different applications. 

 

3.3.2 Reference Model 

Figure 3-9 illustrates the main RM classes. The COMPOSITION class 
refers to one or more instances of the SECTION class, each containing 
ENTRY objects. The ENTRY class represents the actual recording of 
clinical content during a patient Observation, Examination, Assessment, 
or Intervention. ENTRY is defined as an abstract type that has four 
concrete subclasses: (1) OBSERVATION, which can be used to represent 
clinical observations, such as blood pressure; (2) EVALUATION, which 
can be used to represent assessments made after a clinical observation is 
completed, such as risk assessment; and (3) INSTRUCTION represents 
medication, surgical procedures, and other clinical interventions, and (4) 
ACTION, describes what was really done as a consequence of an 
INSTRUCTION. 
  

Figure 3-8  openEHR 
Dual Model (Source: 
Beale, 2007) 
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3.3.3 Archetype Model 

A clinical archetype has to be written for a particular information model. 
Since an ADL 1.4 archetype is an instance of the abstract openEHR AM, it 
is not represented in terms of instances of the RM classes. Figure 3-10 
depicts an overview of the AM classes, where the main ARCHETYPE class is 
composed by the ARCHETYPE_ONTOLOGY and C_COMPLEX_OBJECT 
classes. Hence, when processing an ADL archetype, a collection of AM 
objects is obtained. ADL uses three syntaxes: cADL (constraint form of 
ADL), dADL (data definition form of ADL), and a version of first-order 
predicate logic (FOPL), to describe constraints on data which are instances 
of some information model. The cADL syntax is used to express the 
archetype definition, while the dADL syntax is used to express data which 
appears in the language, description, ontology, and revision_history sections of 
an ADL archetype. A full implementation of the AM is required in order 
to construct, in memory, representations of the archetype (in ADL) in 
order to perform validation of the dADL. 

 

Figure 3-9  openEHR 
RM classes (Source: 
Beale, 2007) 

Figure 3-10  openEHR 
Archetype Model 
(Source: Beale, 2007) 
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The ARCHETYPE_ONTOLOGY and C_COMPLEX_OBJECT classes contain 
information related to clinical concepts. The ARCHETYPE_ONTOLOGY 
contains attributes such as terminologies_available, term_codes, 
constraint_codes, and term_attribute_names, which are defined as strings. The 
C_COMPLEX_OBJECT is a specialization of the C_OBJECT abstract class, in 
which the attribute rm_type_name is also defined as a string. The 
C_COMPLEX_OBJECT has attributes of the C_ATTRIBUTE class, which in its 
turn contains a value rm_attr_type also defined as a string. 

CKM contains a set of ADL files that represent the openEHR 
archetypes, which express clinical concepts to be reused in several kinds of 
health applications. In our experiments, we reused CKM archetypes, such 
as Person and Clinical Synopsis, but we also developed new archetypes to 
represent cardiology concepts, such as Pacemaker Implantation and Coronary 
Cardiac Surgery. CKM is able to retrieve one archetype if the word 
‘pacemaker’ is used for search18. The Medication Order archetype will be the 
search result, but the word ‘pacemaker’ in this archetype refers to an 
exclusion criteria. Our clinical team wishes to submit these archetypes to 
the openEHR CKM community in order to contribute with the 
international archetype development process related to the cardiology 
domain archetypes. The archetype development process will be better 
explained in Chapter 5. 

An openEHR archetype consists of three sections: a header contains an 
identifier for the archetype; a definition expresses the restrictions in a tree-
like structure that classify the archetypes in terms of entries of the RM, 
and constrains the cardinality and the content of the information model 
instances that comply with the archetype; and an ontology contains the 
codes associated to nodes, the constraints on text and terms, and the 
bindings to terminologies, such as, e.g., SNOMED-CT. 

Figure 3-11 shows an excerpt of the Pacemaker Implantation archetype 
defined according to openEHR. The header includes the name of the 
archetype (line 1). The definition (lines 3-13) contains the structure and 
restrictions associated to the clinical concept defined by the archetype. 
This part defines that Pacemaker Implantation specializes the ACTION class 
(line 4) of the RM, while the CLUSTER part (line 8) refers to the 
stimulations mode for pacemaker implantation and consists of one or two 
(1..2) ELEMENT with a value of type DV_TEXT. The ontology (line 14-20) 
includes the terminological definitions, and the linguistic expression 
‘Pacemaker Implantation’ is associated with the code ‘at0000’. The 
archetypes designed in this work are explained in more detail in Chapter 5. 
  

18 http://www.openehr.org/ckm/ 
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3.4 Service-Oriented Architecture 

Service-Oriented Architecture (SOA) defines how two computing entities 
interact in such a way as to enable one entity to perform a unit of work on 
behalf of another entity [6]. SOA is not a concrete architecture, but it is 
rather a style that leads to concrete architectures. That is, SOA is not a 
concrete tool or framework that can be purchased. SOA allows entities 
that need certain distributed capabilities to locate and make use of those 
capabilities. It facilitates interactions between service providers and service 
consumers, enabling the realization of business functionalities in a 
heterogeneous and distributed environment.  

In an architecture that complies with the SOA principles, software 
resources are packaged as services, which are self-contained modules that 
provide well-defined functionalities and are independent of the state or 
context of other services. Services are described in a standard definition 
language, have a published interface, and communicate with each other by 
requesting execution of operations in order to collectively support a 
common business task or process [147]. Service interactions are defined 
using a description language. Each interaction is self-contained and loosely 
coupled, so that each interaction is independent of any other interaction. 

3.4.1 Design Principles 

The principles of SOA that allow SOA-based architectures to cope with 
the characteristics of heterogeneous systems are [148]: 
(i) Services represent self-contained business functionality, such as, e.g., 

‘create a patient’, ‘get a birth date’ and ‘calculate the heart disease 
risk’; 

Figure 3-11  Excerpt of 
the pacemaker 
implantation archetype 
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(ii) Standardized service interface in order to guarantee that the service 
contracts within a domain adhere to the same set of design 
standards, which results in the interoperability between 
heterogeneous systems;  

(iii) Loose coupling to minimize the dependencies between different 
systems in order to support fault tolerance, scalability and flexibility 
in a distributed environment; 

(iv) Reusability of services to create services that have the potential to be 
reused across the enterprise. These reusable services are designed in 
a manner so that their solution is independent of any particular 
business process or technology;  

(v) Discoverability of services in which it should be possible to discover and 
interpret service descriptions in service repositories to be able to use 
these services; and 

(vi) Composability of services provides the design of services that can be 
reused in multiple solutions so that they can be used in a service 
composition.  

3.4.2 Interaction Patterns 

Components in a SOA-based architecture may interact following different 
interaction patterns. Common interaction patterns include request-response 
and publish-subscribe. The request-response interaction pattern is realized by 
two related one-way message flows, one to request the execution of a 
service operation (request) and a corresponding (opposite) one to convey a 
reply to this request (response). Figure 3-12 depicts a schematic view of the 
request-response interaction pattern. The request message, sent by a service 
consumer, results in the communication from that service consumer to a 
service provider. The response is sent by the service provider, resulting in 
response to the request.  

 

The publish-subscribe interaction pattern provides a loosely coupled form of 
interaction that can be decomposed along the following three dimensions: 
- Space decoupling: interacting parties do not need to know each others 

location. Publishers publish events through an event service and 
subscribers get these events indirectly through the event service; 

- Time decoupling: interacting parties do not need to participate actively 
in the interaction at the same time. Publishers might publish some 

Figure 3-12  Request-
response interaction 
pattern (Source: Erl, 
2009) 
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events while subscribers are disconnected and the subscribers get these 
event when they connect to the event service; 

- Synchronization decoupling: subscribers may asynchronously receive 
notification messages, and publishers are not blocked while producing 
information. The production and consumption of events do not 
happen in the main flow of control of the publishers and subscribers, 
and therefore do not happen in a synchronous manner. 

 
The realization of the publish-subscribe interaction pattern typically 

requires the introduction of a mediator party, often called broker, such as, 
e.g., the event channel of the CORBA notification service. The mediator 
plays the role of a service provider, while both publishers and subscribers play 
the role of service consumer. Subscribers have the ability to express their 
interest in events and are subsequently notified of any event generated by a 
publisher that matches their registered interest. Figure 3-13 illustrates the 
publish-subscribe mechanism. 

Publishers issue one-way messages to subscribe and be able to publish 
event notifications with the mediator. Subscribers issue subscribe messages 
indicating their interest in receiving notifications about particular events. 
Variations of the publish-subscribe mechanism allow subscribers to specify 
their interest in event notifications based on, for example, topic, content 
or type. Topic-based subscriptions allow participants to publish event 
notifications and subscribe to particular topics or subjects, which are 
identified by keywords. Content-based subscriptions allow the participants 
to publish and subscribe to event notifications based on the actual contents 
of the event notifications. Finally, the type-based subscriptions allow 
participants to publish and subscribe to event notifications according to 
event notification types (structures). When a subscriber’s interest matches 
a publisher’s event notification, the mediator issues a message with a 
notification to the interested subscriber. 

 

3.4.3 SOA Technologies 

Service-Oriented Architecture is commonly implemented by using Web Services 
technologies, because these technologies have been designed to support 
interoperable provider-to-consumer interaction [149]. Web services 

Figure 3-13  Publish-
subscribe interaction 
pattern (Source: Erl, 
2009) 
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technologies are based on standards, such as SOAP-based web services, 
which are based on Web Services Description Language (WSDL) and SOAP, 
and RESTful web services, which rely on HTTP and XML/JSON, for 
instance. 

A Web service is a service available via the network, typically the 
Internet, which performs tasks, solves problems and conducts transactions 
on behalf of a user or application [150]. Web services are used for 
composing applications by discovering and invoking available services 
rather than building new applications to accomplish some task [151].  

REST defines a set of architectural principles by which one can design 
Web services that focus on a system’s resources, including how 
representations of resources are addressed and transferred over HTTP by a 
wide range of clients written in different programming languages [152]. In 
the REST architectural style, data and functionality are considered 
resources, which are referred to by unique identifiers that clients use to 
interact with them, called Uniform Resource Identifiers (URIs). REST defines 
resources and representations. Resources and clients exchange resource 
representations to perform interactions. REST endpoints exchange 
representations of the resources they identify with the URIs [153]. 

The REST architectural style applies the four basics functions of 
persistent storage to a set of resources: create, retrieve, update and delete 
(CRUD). REST prescribes a client/server architecture and is designed to 
use a stateless communication protocol, typically HTTP, which has a 
vocabulary of operations called request methods that match the CRUD 
operations. HTTP 1.119 defines eight methods: HEAD, GET, POST, 
PUT, DELETE, TRACE, OPTIONS and CONNECT. RESTful Web 
services use HTTP requests to create, read, update and delete data. HTTP 
methods can be mapped to CRUD operations, such as retrieving the 
representation of the resource identified on the URI (GET), updating the 
representation of the resource identified on the URI (PUT), creating a new resource 
(POST), and deleting a resource (DELETE). In the REST architecture style, 
clients and servers exchange representations of resources by using a 
standardized interface and protocol [154]. The representation of a resource 
should be thought as the state of a resource. If the representation changes, an 
UPDATE operation on that resource should be performed. The current 
representation is typically returned in response to a GET [155, 156]. 

REST promotes the notion of self-describing messages, in which 
representation formats are based on agreed-upon standards and are 
specified within the messages themselves. Different messages can also 
specify different formats in the HTTP content-type and accept headers, 

19 http://www.w3.org/Protocols/rfc2616/rfc2616.html 
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indicating message data-payload format and data formats the caller is 
prepared to receive in response, respectively [157]. 

RESTful Web services satisfy a set of architectural constraints that, 
when applied as a whole, emphasize scalability of component interactions, 
generality of interfaces, independent deployment of components, and 
intermediary components to reduce interaction latency, enforce security, 
and encapsulate legacy systems. In this work, we adopt this architectural 
style in the design of a message generator that enforces interoperability of 
healthcare applications. 

3.5 Software Agents 

An agent is a computational entity with autonomous behavior, which 
allows it to decide and perform its own actions. A software agent is an 
entity that functions continuously and autonomously in a particular 
environment often inhabited by other agents, and is capable of flexibly and 
intelligently intervene in an environment, without requiring human 
guidance or intervention [7]. Autonomy, the central concept in the notion 
of agents, means that an agent does not need to wait to receive instructions 
about what to do in each moment of its life. Instead, the programmer 
embeds beliefs, desires, and intentions in the agent, and the agents guide 
their actions by their behaviors [158].  

Every agent is embedded in an environment, with which the agent 
interacts through sensors and actuators [159]. The particularities of the 
environment in which the agent lives affect directly the success or failure 
of the agents. The decisions taken by the agent are derived from the 
perceptions arising from the environment, and these decisions are 
translated into actions performed in the same environment. Agents can be 
classified according to their intelligence level. Agents with higher cognition 
abilities are classified as cognitive agents, whereas less cognitive agents are 
classified as reactive agents. Furthermore, if necessary, an agent is able to 
move in its environment, for example, by traveling between various hosts 
in a computer network [160]. 

Whenever the resolution of a goal requires the collaborative effort of 
two or more agents, we talk about a Multi-Agent Systems (MAS). 
Although agents can inhabit a common environment, we must ensure the 
autonomy of each agent, which implies that each agent must have its own 
specific purposes and characteristics. The main objective of a Multi-Agent 
System can be achieved through the cooperation and coordination abilities 
of its agents, combined with well-defined communication rules [7]. 
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3.5.1 Agent Communication Language 

Agents in a MAS require the use of a language that is understandable to 
them in order to properly exchange information. The Agent Communication 
Language (ACL) proposed by the Foundation for Intelligent Physical Agents 
(FIPA)20 is often used for this purpose, since it is a standard language for 
communication between agents. FIPA-ACL is based on the theory of 
speech acts and it is beneficial due to the formal definition of its 
performative library. FIPA-ACL has a set of performatives21 that define the 
message structure, such as accept-proposal, agree, inform and request. For 
instance, the performative accept-proposal is a general-proposal acceptance 
of a proposal that was previously submitted, in which the agent sending the 
acceptance informs the receiver that it intends that the receiving agent 
performs the action. A FIPA-ACL message is encapsulated as one of the 
attributes of the message exchanged by the agent (content attribute).  

The FIPA specification defines a reference model for the basic 
operations within a MAS, and some entities to perform these management 
tasks, which are Agent Management System (AMS), Directory Facilitator (DF), 
and Message Transport Service (MTS)22. AMS is responsible for the 
management operations, such as creation and deletion of agents. Each 
agent must register with the AMS before it begins its execution, and 
unregister in order to finish its execution within the platform. It is also the 
responsibility of AMS to maintain the directories of all agents present in 
the platform and their current state, such as active, suspended and waiting. 
DF was defined in the agent management specification as an optional 
component of the platform that is responsible to provide yellow pages 
services to other agents. It maintains the complete list of the agents that 
have public services in order to help agents find services in the platform. 
MTS is a service responsible for the transport and delivery of ACL 
messages between agents on the platform [161]. 

FIPA standardized the language FIPA-SL (Semantic Language)23, which is 
based on first-order logic and aims to enable agents to express properties 
and relations between objects from a specific domain. FIPA-ACL provides 
a formal definition of the communication language and its semantics. The 
Semantic Language (SL) is the formal language used to express the semantic 
content of an FIPA-ACL message [162].  

FIPA Contract Net Interaction Protocol (IP)24 is a protocol for negotiation 
between the agents, in that one agent (Initiator) sends out a number of calls 

20 http://www.fipa.org/ 
21 http://www.fipa.org/specs/fipa00037/SC00037J.html 
22 http://www.fipa.org/specs/fipa00023/SC00023J.html 
23 http://www.fipa.org/specs/fipa00008/SC00008I.html 
24 http://www.fipa.org/specs/fipa00029/SC00029H.html 
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for proposal (cfp) to a set of participants. Some of these participants refuse the 
call, while others may come up with a proposal. The initiator then considers 
the proposals and rejects and accepts some of them. For those that are 
accepted, three different results can be sent back to the initiator: failure, 
inform-done and inform-result [163].  

3.5.2 Agent Implementations 

Often it is necessary to incorporate intentionality in cognitive agents. The 
BDI architecture is based on intentionality, and considers Beliefs, Desires and 
Intentions as mental attitudes that generate human action [158]. Rao and 
Georgeff [164] adapted the model proposed by Bratman [165], 
transforming it into a formal theory and an execution model for software 
agents based on the notion of beliefs, goals and plans. The basic assumption 
of the BDI model is that actions are derived from a process called practical 
reasoning, which consists of two steps, namely deliberation and reasoning, to 
reach a state.  

The following example illustrates this process: after an intense 
semester of classes, a student has many options for leisure during his 
vacation. Among the alternatives, the student can travel, read, attend 
festivals, and so on. In the deliberation step, one of these alternatives is 
chosen. Suppose the student decides to travel to some city, in the reasoning 
step the student reaches a state in the process, which results in a plan, 
enabling the student to arrive at his chosen destination. In this case, a plan 
consists of purchasing tickets, boarding, and so on. 

Various implementations of the BDI architecture are available. JACK 
[166], JAM [167], JASON [168] and JADEX [169, 170] are frameworks 
that enable the development of agents in a certain language and provide an 
execution platform for agents. JADEX allows the creation of goal-oriented 
agents and provides a set of development tools to simplify the creation and 
testing of agents. It supports the two-step practical reasoning process: goal 
deliberation and means-end process. This means that JADEX allows the 
construction of agents with explicit representation of mental attitudes 
(believes, goals and plans) and that automatically deliberate about their goals 
and subsequently pursue them by applying appropriate plans [170]. JADEX 
is based on a BDI metamodel defined in a XML Schema, which is used to 
validate the agent models specified in XML Agent Definition Files (ADF).  

JADE25 platform focuses on implementing the FIPA reference model 
providing the required communication infrastructure and platform 
services. JADE offers a task-based model in which the designer can 
perform any kind of agent behavior. JADE platform has been slightly 
extended to support the launching of JADEX agents. The JADEX 

25 http://jade.cselt.it 
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interpreter itself is realized as a special type of JADE agent, which loads an 
agent model supplied at startup, and creates its own instance of the 
reasoning engine according to the settings given in the model, such as 
initial beliefs, goals and plans. The functions performed by the execution 
model components (message receiver, dispatcher, scheduler) are 
implemented as cyclic behaviors that continuously run inside the agent. 
These behaviors call the reasoning engine to process incoming messages 
and perform internal reasoning [171]. In each JADE agent cycle, the 
reasoning engine is called to process one event and execute one plan step. 
Using a reference to a JADE agent object, JADEX plans have direct access 
to all operations of the JADE API as well, such as for handling of FIPA 
ACL messages. JADEX agents can potentially run on any middleware 
platform that provides some basic services concerning agent management 
and messaging. Adapters for JADEX have been designed for the agent 
platform JADE and for a JADEX Standalone platform, as shown in Figure 
3-14. 

In this work, we applied the BDI architecture for representing a 
structure capable of producing adaptive behaviors, by providing a set of 
reasoning rules. JADEX was chosen in our architecture because it is an 
environment that allows the formal description of cognitive agents based 
on the BDI architecture, allowing the programming of intelligent software 
agents in XML and Java. 

 

MAS offer a suitable programming paradigm for simulating and modeling 
healthcare information systems, where resources, data, control and 
services are widely distributed. Healthcare information systems generally 
consist of discrete and heterogeneous entities, with a significant demand 

Figure 3-14  Platform 
Integration 



60 CHAPTER 3 BUILDING BLOCKS FOR PERVASIVE HEALTHCARE 

for remote access by healthcare providers and healthcare professionals. 
Most agent-based e-health applications concern to the use of agent 
technology to monitor patients, supervise treatments and perform data 
mining [172-176]. 
 



 

Chapter 4 
4. Architecture Overview 

In this chapter, we introduce our architecture and its main components. 
To design our reusable architecture we first identified the functional 
requirements that a pervasive healthcare model should fulfill. Further, we 
identified non-functional requirements from the stakeholders involved in 
the pervasive healthcare environment. The requirements were identified 
by interviewing the stakeholders and performing a literature review the 
technologies currently applied in the pervasive healthcare. We employed 
healthcare standards, ubiquitous computing technologies, service-oriented 
architecture and software agents in the design of a reusable architecture, 
meant to be generally applicable to different legacy healthcare information 
systems, from which applications can be built to be used in realistic 
pervasive healthcare scenarios. In the sequel, we designed a methodology 
to support the development of the interoperable applications to exchange 
messages in pervasive healthcare environments. 

This chapter is organized as follows: Section 4.1 classifies the identified 
functional and non-functional requirements of the reusable architecture. 
Section 4.2 presents the use cases identified for each scenario. Section 4.3 
gives an overview and presents the main components of our architecture 
and their relationships. Section 4.4 explains the methodology we adopted 
to design our reusable architecture. 

4.1 Requirements 

Requirements are often divided into functional and non-functional 
requirements. Functional requirements state what the system should do, and 
the non-functional requirements are attributes of or constraints on a system 
[177]. To design our architecture, we first identified the functional 
requirements that a pervasive healthcare model should provide in the 
cardiology domain. Pervasive healthcare applications have been designed 
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to fulfill the functional requirements from the healthcare professionals and 
patients who participated in our experiments. Further, we identified non-
functional requirements from the stakeholders involved in message 
exchange in pervasive healthcare environments. The non-functional 
requirements affected the design of the applications and thus, how the 
applications designed satisfied the identified functional requirements. The 
requirements were identified by interviewing the stakeholders (mainly 
functional requirements) and performing a literature review of existing 
technologies applied in pervasive healthcare environments (mainly non-
functional requirements). Several non-functional requirements have been 
mentioned in [177], however, with respect to the scope of our research 
and the identified functional requirements, we limit our attention to a 
subset of these non-functional requirements. 

The functional requirements were identified by interviewing the 
stakeholders and with respect to our scenarios in the cardiology domain. 
The non-functional requirements were identified through interviews and a 
literature study on legacy healthcare information systems. Use cases were 
defined to document the identified functional requirements, as described 
in Section 4.2. The non-functional requirements were documented in a 
textual format as a bullet list. We concentrated on the main functionality 
of the applications in the different scenarios, so that requirements related, 
for example, to user interface usability were considered out of scope of 
our research. 

4.1.1 Stakeholders Interviews 

We have identified and worked out three scenarios in the cardiology 
domain: delivery of laboratory analysis results, schedule of an appointment for 
pacemaker evaluation, and support of a medical staff meeting to prepare for a 
cardiac surgery. To identify the functional requirements, we have performed 
two interviews for each scenario with several healthcare professionals in a 
focus group-based research [178, 179]. All the healthcare professionals sat 
together with the software engineer, and answered and discussed our 
open-ended questions about our three scenarios. 

Based on the results of the first interview for each scenario, the 
software engineer identified the common tasks and their corresponding 
application scenarios. Then we designed our architecture in terms of its 
components and their relationship. In our second interview with the 
healthcare professionals, we validated the functional and non-functional 
requirements of our designed architecture and updated the architecture 
accordingly [180]. 

During both interviews with the healthcare professionals, we also asked 
open-ended questions regarding the non-functional requirements, such as, 



REQUIREMENTS 63 

for instance, the acceptable application response time. Then, we listed all 
these non-functional requirements as natural text and sent them back to 
the healthcare professionals by email to validate the non-functional 
requirements as well. The functional requirements were described in use 
cases that document the requirements of the pervasive healthcare 
applications. 

4.1.2 Functional Requirements 

We classified the functional requirements according to three applications 
scenarios identified by the healthcare professionals and software engineer. 

Delivery of Laboratory Analysis Results 
Laboratory test results are a critically important source of information for 
medical decision-making and an integral piece of information of the EHR. 
Missed laboratory results or delayed recognition results potentially leads to 
patient diagnostic errors, adverse events and liability claims. Most paper-
based methods of communication between laboratories and ordering 
physicians are especially vulnerable to failures. The exchange of laboratory 
test results is one of the most critical aspects of the total testing process. 
This process has been centered for decades on the human component, with 
positive effects as well as potential adverse consequences. Manual delivery 
of results is a time-consuming activity and requires the constant presence 
of laboratory professionals in the laboratory with negative economic and 
organizational impacts. To overcome these inherent limitations, healthcare 
professionals need an automatic and expert system for the exchange of 
laboratory results. Expert systems that notify providers about abnormal 
test results in integrated EHR systems offer a potential solution to this 
problem. These systems can communicate through ‘alerts’ (computerized 
notifications of abnormal clinical information) transmitted directly to the 
healthcare professional, possibly accelerating the review of patient 
information. 

Schedule of Appointments for Pacemaker Evaluation 
A pacemaker is a medical device to regulate the heartbeat, and people 
carrying pacemakers require periodic clinical check-ups, including certain 
tests such as ECGs, which record the electrical activity of the heart. In 
addition, the status of the pacemaker should be regularly checked or 
‘interrogated’ (often done remotely using a telephone system) to provide 
information regarding the type of heart rhythm, the functioning of the 
pacemaker leads, the frequency of utilization of the pacemaker, the battery 
life, and the presence of any abnormal heart rhythms. All contemporary 
devices are programmable with information and settings that can be 
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changed and stored. Information is obtained by transmitting data from the 
pulse generator to a programmer, usually done during a follow-up office 
visit.  

The pulse generators are usually powered by lithium batteries that 
work for an average of five to eight years before they need to be replaced. 
When the batteries start to wear out, they do so in a slow and predictable 
fashion, allowing sufficient time to detect it and plan a pulse-generator 
replacement. Replacing the pulse generator usually requires a simple 
procedure in which a skin incision is made over the old incision, the old 
generator is removed, and a new generator is implanted and joined with 
the existing leads. 

In our scenario, the cardiologist physician provided on-going follow-up 
care for patients with pacemakers, and used a legacy system to keep track 
of the care provided to its patients. Pacemaker evaluation was often 
scheduled via the phone. The usual schedule for pacemaker check-ups was:  
 First visit: 7 to 10 days after the implant surgery; 
 Second visit: 3 to 4 months after implant surgery; 
 Follow up visits: every 6 months until the pacemaker battery starts to 

show signs of depletion. 
 
During the evaluation, the physician usually spent a significant amount 

of time searching for previous information related to patient’s pacemaker 
implantation.  

Support of Medical Staff Meetings to Prepare for a Cardiac 
Surgery 
Cardiac surgery is one of the best examples of teamwork in healthcare, and 
is performed by highly trained staff: a cardiovascular surgeon, an assistant 
surgeon, a cardiovascular anesthesiologist, a perfusionist, and cardiovascular 
nurses.  

Cardiac Surgeons usually order routine tests before admission to the 
hospital to identify potential problems that might complicate surgery. The 
most common tests performed before a cardiac surgery include chest X-
rays, electrocardiogram, laboratory tests, cardiac stress tests, angiograms, 
and holter monitoring. Normally, these tests are performed in several 
medical clinics, generating a huge amount of healthcare information about 
a patient in a distributed healthcare environment.  

Before going to a cardiac surgery of a certain patient, the team must 
have a meeting in order to prepare this surgery. In general, scheduling of 
cardiac surgeries involves a procedure that consists of the following steps: 
(i) check the availability of resources in the hospital, such as blood bank, 
Intensive Care Unit (ICU) and surgical center surgery room; (ii) set a date 
for a discussion meeting of the Heart Team about the patient’s surgery, 
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where medical reports containing information on the patient’s EHR need 
to be obtained from the cardiology clinics in which the patient has been 
treated; and (iii) notify the patient about the time slot when the surgery is 
going to take place. Quite often, the actors involved in this procedure (and 
in other clinical activities) rely on informal offline communication 
(telephone or fax) to perform their tasks.  

Due to the complexity of the involved resources, cardiac surgery 
requires the full integration of individual efforts with maximum efficiency 
to make sure that its action plan is performed successfully.  

4.1.3 Non-Functional Requirements 

Non-functional requirements should determine the way in which the 
stakeholders interact with the pervasive healthcare applications. The 
following non-functional requirements were identified: 
- Reliability is the ability of a system to perform its required functions 

under specified conditions for a definite period of time. Reliability can 
be considered under two separate headings: availability (is the system 
available for service when requested by end-users?), and failure rate 
(how often does the system fail to deliver the service as expected by 
end-users?); 

- Performance concerns the speed of operation of a system, and may be 
related to response time (how quickly the system reacts to a user 
input), throughput (how much the system can accomplish within a 
specified amount of time), and scalability (the capability of a system to 
increase total throughput under an increased load when new resources 
are added); 

- Security is considered in a system to ensure that only authorized access 
to the system and its data takes place, and to ensure the integrity of the 
system from accidental or malicious actions. Examples are that the 
access permissions for system data may only be changed by the 
system’s data administrator, all system data must be backed up every 
24 hours and the backup copies should be stored in a secure location 
which is not co-locate with the system, and all external 
communications between the system’s data server and clients must be 
encrypted; and 

- Usability is the ease with which a user can learn to operate, prepare 
inputs for, and interpret outputs of the system or a component. 
Usability requirements include well-structured user manuals, 
informative error messages, help facilities, and intuitively appealing 
and consistent graphical user interfaces. 
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Non-functional requirements are difficult to express due to certain 
constraints related to the design solution that are unknown at the 
beginning of the development process. Certain constraints are highly 
subjective and can only be determined through complex empirical 
evaluations. 

4.2 Use Cases 

Below we discuss the functional requirements with respect to the three 
aforementioned scenarios applications. For each scenario application, first 
we show a use case to explain its main functionality and the stakeholders 
involved in the application. The stakeholders could be physicians, medical 
students, nurses, assistants and patients of the Hospital Santa Casa and 
Cardiology clinics in Marília (São Paulo, Brazil) in which the stakeholders 
use the legacy systems. 

4.2.1 Delivery of Laboratory Analysis Results 

A stakeholder (order placer) may enter a laboratory order into a patient’s 
EHR. A laboratory requisition is generated and is communicated to the 
laboratory. The laboratory requisition information is entered manually or 
captured electronically into the laboratory information system (LIS). After 
the specimens have been collected and, if necessary, delivered to the 
laboratory, the laboratory processes the specimens. The laboratory 
performs the tests. If the tests are successful, results are obtained and 
released in the LIS. A person authorized by the laboratory reviews and 
approves the laboratory test results to be sent to the ordering stakeholder. 
The LIS transmits the results to the stakeholder’s information system. The 
ambulatory system (EHR) incorporates the results into the patient’s 
electronic record. The stakeholder logs into his information system and 
views the laboratory results in order to inform patient care decisions.  

Figure 4-15 shows the use case for the exchange of clinical laboratory 
results. The patient visits his primary care physician (stakeholder) for a 
routine or emergency visit. The primary care physician determines that 
laboratory test should be performed, so the patient schedules an 
appointment with a local reference laboratory. Once the laboratory tests 
have been completed, the laboratory professional delivers the results to the 
primary care physician.  
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These use cases require that interoperability requirements for healthcare 
information exchange are fulfilled to maximize efficiency in the healthcare 
environment. Established healthcare standards facilitate the exchange of 
information among stakeholders, by ensuring that data are structured in 
the same way. However, the structured data according to the defined 
fields in a message or file (syntax) is a necessary but not sufficient 
condition for interoperability among EHR systems.  

For interoperability, the information to be exchanged has to comply 
with syntax but also semantic structure. Structured data is driven by the 
goal of improving the interoperability of data between disparate systems, 
and simplifying the process of harmonizing data from disparate sources.  

Some assumptions are necessary to guarantee proper information 
exchange between the laboratory and the ambulatory EHR:  
- Healthcare providers access clinical information through an EHR 

system; 
- Appropriate transport protocols, a patient identification mechanism, 

requisition (order request) identification mechanism, and vocabulary 
standards have been agreed to by all relevant participants; 

- These use cases only address the exchange of laboratory results that 
are associated with the Cardiology Healthcare Network; 

- All relevant parties have agreed on a structured database schema of the 
laboratory test results; 

- Established network infrastructure to enable consistent, appropriate, 
and accurate information exchange across healthcare provider systems, 
data repositories and locator services, such as methods to identify and 
authenticate users, and methods to identify and select healthcare 
providers; 

- Laboratory Information Systems (LIS) is the sender of laboratory test 
results while Electronic Health Record Systems (EHR) is the receiver;  

- The laboratory results need to be available to the patient; and 

Figure 4-15  Use Case 
Diagram – Delivery 
Laboratory Results 
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- The transport mechanism provides guaranteed delivery and error 
handling within the Cardiology Healthcare Network. 

 
Any failure to achieve the above assumptions has a significant negative 

impact on the electronic communication of laboratory results, and the 
ability of healthcare professionals to meet the assumptions of meaningful 
use in all phases. 

The primary focus of these use cases is on the request and delivery of 
laboratory results as standardized structured data, and expressed with 
simple data types (positive/negative, numeric values and units of measure) 
or using standard terminology (e.g. LOINC and SNOMED-CT), with a 
limited set of text results and defined structure. 

4.2.2 Schedule of Appointments for Pacemaker Evaluation 

Pacemaker implantation is the initial phase in the lifelong management of a 
patient with a pacemaker. The challenge of this treatment lies in the 
comprehensive follow up of the device. As the number of implanted 
devices increases so does the burden of follow up. This is aggravated by the 
increasing amount of data provided by devices and the increasing 
sophistication of programming therapy and detection algorithms [181]. 
Like most medical interventions, pacemaker follow up has to be tailored to 
the individual.  

Despite the increasing use of pacemaker therapy, assessment of 
pacemaker function and electrocardiogram (ECG) interpretation continue 
to challenge even experienced critical care healthcare professionals. 
Accurate assessment of pacemaker function is essential in the evaluation of 
patients, especially patients with symptoms that may be related to 
pacemaker malfunction, such as syncope or palpitations [182, 183]. In 
order to follow up patients who carry pacemakers, a dedicated area for 
pacemaker evaluation should be provided, which enables the patients to 
have their appointment performed in a private and safe environment. 
Relevant pacemaker programming devices and appropriate information for 
all evaluated pacemakers should be available. Figure 4-16 shows the use 
cases diagram for scheduling an appointment for pacemaker evaluation. 
The checklist used by healthcare professionals to perform the pacemaker 
follow up are listed below: 
- Evaluation of correct device function and record essential information 

about device, such as pacing lead impedance, sensed P/R wave 
amplitude, pacing threshold, and battery voltage and impedance; 

- Optimization of device function and maximization of device longevity; 
- Basic resources provision for pacemaker follow up, such as ECG 

monitor and facilities to admit patients in the event of an emergency; 
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- Provision of patient and family with appropriated support and 
counseling about device therapy to prevent consequences in patients; 

- Reprogramming the pacemaker to change the stimulation mode to 
prevent arrhythmia; 

- Access to smart system for automatic information collection about 
patient’s EHR and previous follow up data, and appropriate storage of 
data; 

- Scheduling for next visit or device replacement to perform the 
pacemaker evaluation. 

 

 

The facility for trans-telephonic monitoring (TTM) of pacemakers has been 
in place for many years [184]. Its uptake has varied between healthcare 
information systems. As the sophistication of pacemaker devices increases 
the modes of follow up have become possible. The vast amount of data that 
can be retrieved from a pacemaker is likely increasing. Most pacemaker 
manufacturers have systems in place to allow remote pacemaker follow 

Figure 4-16  Use Case 
Diagram – Scheduling 
an Appointment for 
Pacemaker Evaluation 
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up. The real advantage of these systems is the ability for more regular 
device monitoring and the potential to evaluate the pacemaker during the 
appointment with a huge amount of clinical information. 

4.2.3 Support of Medical Staff Meetings to Prepare for a Cardiac 
Surgery 

The organization setting of a cardiac surgery is particularly complex 
because it involves specific procedures for cardiac function evaluation (i.e., 
catheterism cardiac and radiology), heart surgery, and intensive care unit 
monitoring. Cardiac surgical meetings form a complex environment that 
includes many highly trained people working together and using a large 
amount of information to treat people with severe heart diseases.  

In order to be successful, a cardiac surgery requires highly skilled 
individuals to work effectively as a team. Surgeons, anesthesiologists, 
perfusionists, nurses and assistants must communicate effectively in order 
to ensure successful outcomes. Breakdowns in communication, decision-
making or leadership could prove disastrous for the patient and, in 
consequence, for the reputation of the healthcare provider and medical 
staff [185]. 

Given the huge amount of heterogeneous sources of patient 
information, both administrative and clinical, integration is crucial to allow 
effective medical decision-making, effective care planning and proper 
resource control, and to provide healthcare professionals with the right 
information in the right place at the right time. Before performing an 
elective cardiac surgery of a certain patient, the team must have a meeting 
in order to prepare this surgery. Figure 4-17 shows the use cases diagram 
with actors and use cases that represent the interactions for supporting a 
medical staff meeting to prepare for an elective cardiac surgery. The 
scheduling of elective cardiac surgeries involves a procedure that consists 
of the following steps:  
- Check the availability of resources in the hospital departments, such as 

the blood bank, the Intensive Care Unit (ICU) and the surgical center 
surgery room;  

- Set a date for a discussion meeting of the Heart Team about the 
surgery;  

- Gather medical reports containing information about preoperative 
tests performed on the patients;  

- Retrieve information on the patient’s EHR from the cardiology clinics 
in which the patient was treated; and  

- Notify the patient about the time slot when the surgery is going to be 
take place. 
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Figure 4-17 illustrates the building blocks of different sources of 
information, such as the laboratory information system, the primary care, 
the CCCM cardiology department, the cardiology clinics and the involved 
hospital departments. The information used by cardiologists for diagnosis 
and treatment of their patients varies from personal notes (history and 
physical examination), to signals (ECG), images (echocardiograms and 
angiograms) and reports from previous procedures. All this information 
should be provided in a digital and structured format, such as an 
electrocardiography report, a holter summary, an exercise test report, an 
echocardiography report, a stress test report, a radiology report and a 
cardiac catheterization report. In a cardiology healthcare environment, 
healthcare professionals require solutions that integrate information from 
different legacy systems in a standardized manner.  

The medical staff meeting to prepare for a cardiac surgery requires an 
effective information exchange between stakeholders, and an intelligent 
healthcare environment, which provides access to smart systems for 
collecting automatic information about resources involved in a cardiac 
surgery, patient’s EHR and preoperative tests. These use cases require 
patient’s clinical information in electronic format to set up patient 
information from healthcare departments within Cardiology Healthcare 
Network repository. Each healthcare department as well as the cardiology 
clinics and laboratory analysis results were currently provided with 
computer-based systems for recording patient information.  

Figure 4-17  Use Case 
Diagram – Meeting for 
Cardiac Surgery 
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4.3 Architecture 

The biggest challenge for our Reusable Architecture is to support the 
mobility and collaboration among healthcare professionals when they 
perform clinical tasks. The main problems to be solved are related to 
information overload and the heterogeneity of the mobile devices used by 
such professionals. We applied healthcare standards, ubiquitous computing 
technologies, service-oriented architecture and software agent to address 
the requirements and the problems mentioned on above section. 

4.3.1 Overview 

Figure 4-18 gives an overview of our Reusable Architecture, which was 
developed according to the MVC pattern (Model-View-Controller) [186]. 
This pattern is a proven solution to separate the business logic from the 
presentation logic, for the sake of flexibility and reuse. In our architecture, 
the view package contains the mobileUI package, which copes with 
interactions between the mobile end-user and the other components of the 
architecture, and the webUI package, which displays information to the 
end-users. 

 

The controller package contains the CAManager package, which manages the 
exchange of context-aware messages, the handler package, which processes 
the inputs and outputs and acts as a message generator to a web service 
that provides services to allow the communication between heterogeneous 
systems, and the helper package, which adapts the data model to the view. 
The model package represents the domain models, and contains the ontology 

Figure 4-18  
Architecture Overview 
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package, which represents the domain knowledge, the agent package, 
which issues requests and notifications within the architecture, and the dto 
and dao packages, which represent the data transfer object and data access 
object design patterns [187], respectively. The architecture has also an 
external package with some additional auxiliary packages. We designed our 
architecture combining design patterns that represent the state-of-the-art 
in web application design.  

4.3.2 Components 

One of the challenges of our architecture has been to cope with the 
different circumstances in which health professionals have to perform their 
tasks, including the heterogeneity of their devices. Context-aware systems 
are highly suitable for delivering healthcare services, especially for 
pervasive healthcare. This is because, in some healthcare services, the 
description of a situation by using ‘what’ (activity), ‘who’ (identity), ‘where’ 
(location) and ‘when’ (time) may not be enough, in which case more 
richness and higher reliability are required. In these cases we may have to 
include ‘how’ (process), ‘with whom’ (source), and ‘so what’ (needed 
action). This increases the complexity of context-aware system and the 
probability of error in the delivery of healthcare services. Increased 
complexity could also lead to longer response delays, which may not be 
acceptable for some services, such as, e.g., emergency services. 

Context-aware systems can be implemented in many ways. The 
architecture depends on the requirements and conditions such as the 
location of sensors (local or remote), the amount of possible users (one 
user or many), the available resources of the used devices (high-end-PCs 
or small mobile devices) or the extendability of the system. Furthermore, 
the method for context-data acquisition is important when designing 
context-aware systems because it restricts the architectural style of the 
system at least to some extent. 

To cope with these different circumstances, we defined a CAManager 
package to processes the dynamic context information (e.g., end-user’s 
location) and other context information (e.g., identity, user roles) that is 
obtained from various contextual sources. The CAManager includes the 
contextManager package, which interacts with the adapter package to handle 
content adaptation of the messages containing healthcare information, in 
order to address some of the specific characteristics of the end-users 
devices. If adaptation is necessary, contextManager asks the view package to 
adapt the graphical interface to the particular device.  

In this research, we applied BAP technology for estimating the location 
of end-user devices through the coordination of the device discovery 
phases performed by the master units in pervasive healthcare environment. 
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The assumptions we adopted when designing the location system in this 
research were: 
- Healthcare professionals and patients spend most of their time 

stationary in healthcare environments; 
- Healthcare professionals were aware that they need to wear a device 

with Bluetooth capabilities in order to be localized; 
- A homogeneous set of sensors were installed in all interest areas where 

it was possible to install sensors; 
- The location system had to operate on a single floor and not being 

affected by Bluetooth devices on other floors; 
- It was sufficient to perform relative location in offices and rooms 

within the healthcare environment in a short distance. 
 
When the healthcare information systems interoperate with each other 

within Cardiology Healthcare Network, CAManager and handler exchange 
messages that possibly contain EHR extracts. Such messages are 
represented in accordance with the openEHR archetypes specification, in 
order to guarantee the interoperability with other legacy healthcare 
information systems. The handler package also supports both synchronous 
and asynchronous communication between architecture agents and HISs. It 
requests the appropriate content from a legacy HIS, and checks if this 
content has messages related to the end-user requestors. The archetypes 
designed in this research and the message exchange between 
heterogeneous healthcare information systems is discussed in Chapters 5 
and 6. 

Our architecture includes static agents, which provide the necessary 
resources to the mobile agents, which in turn move through the 
architecture environment in order to achieve their goals and communicate 
with other agents. Agents interact with each other by using the Agent 
Communication Language (ACL) to share information and knowledge in 
the healthcare environment for which our architecture has been designed. 
The agent package contains static and mobile agents, each one endowed 
with specialized capabilities and goals for helping the healthcare 
professionals check the availability of resources, and obtain information 
and detect abnormalities about their patients. The static agents provide 
resources to the mobile agents, allowing them to move in the architectural 
environment in order to achieve their goals, and to communicate with 
other agents through an asynchronous communication channel. Agent 
modeling process is discussed in Chapter 7. 
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4.4 Methodology 

Based on our reusable architecture, we defined a methodology to develop 
interoperable applications to exchange context-aware messages in 
pervasive healthcare environments. This methodology supports the 
development of the reusable artifacts, which can be integrated with legacy 
systems to overcome the weaknesses typically found in these systems, 
thereby adding value to legacy systems. 

Figure 4-19 gives an overview of our methodology using the Structured 
Analysis and Design Technique (SADT) [188]. The semantics of the activity 
arrows in Figure 4-19 is: Input represents entries to be transformed by the 
activity; Output represents results produced by the activity; Control 
represents means that influence in activity execution but are not consumed 
(i.e., languages, standards); and Mechanism represents means for executing 
the activity (i.e., machine, computer, person or tool). Figure 4-19 shows 
that our methodology comprises two phases: Domain Engineering (DE), and 
Application Engineering (AE) [189, 190]. We envisaged these two phases 
because in the DE phase, the healthcare models are defined based on 
openEHR archetypes specification, and the agents are modeled in terms of 
their tasks, workflows and behaviors. These models are used to support 
application modeling, by generating the code that handles the agents 
combined with the openEHR archetypes. In AE phase, new applications are 
developed by reusing the artifacts obtained during the DE phase. In our 
methodology, we are prescribing tools and languages, but similar tools and 
languages could be used. 

 

 

Figure 4-19  
Methodology Overview 
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4.4.1 Domain Engineering  

The DE phase involves the Domain Specification (DS), Domain Design (DD), 
and Domain Implementation (DI) activities, as shown in Figure 4-20.  

Domain Specification 
In the DS activity, the healthcare domain requirements are elicited, 
specified, analyzed and represented in models that express the knowledge 
about this domain. Examples of healthcare domain requirements are 
requesting laboratory results, making an appointment and checking 
resources available. Domain Experts are the stakeholders who have adequate 
clinical knowledge to ensure that the archetype models under development 
are in alignment with the clinical user requirements. For modeling clinical 
concepts, all items to be represented should be known. Any clinician or 
administrative support personnel working in the healthcare environment 
can perform initial gathering of the information used in clinical practice. In 
order to support the premise ‘an archetype is defined as maximal data set 
for generic clinical concept’ [191], item categories and their value ranges 
have to be identified from existing sources, such as datasets, healthcare 
information systems, electronic-based and paper-based publications and 
healthcare standards. These categories have to be combined into coherent 
and clinically meaningful concepts. In this activity, the Domain Expert 
analyzes the previous documentation system in order to identify all 
relevant items, which are represented as concepts. The goal of this activity 
is to define a hierarchical structure that classifies these items depending on 
their clinical meaning. From this hierarchical structure, the concepts are 
examined to identify repeated items and structures. The Domain Expert 
retrieves the relevant archetypes from the CKM repository, and specifies 
new archetypes using the Archetype Editor26 and guided by the openEHR 
AM specifications in ADL. The output of the DS activity are the specified 
archetypes, which conform with the openEHR reference and archetype 
model and represent existing standard specifications and technical 
attributes, such as data constraints, occurrences and cardinalities. The 
Domain Engineer analyzes the current system in order to understand its 
goals, limitations, and requirements, and then describes the activities and 
use cases of the system, by identifying the agent types. The Domain Engineer 
models these agents with the UML tool. The UML tool and the Archetype 
Editor are the tools used to support the agent and archetype specifications, 
respectively. The outputs of the DS activity are the archetypes 
specification, the activity diagram for the agents’ behavior specification, 

26 http://oceaninformatics.com/ 
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and use case diagrams that represent the agents’ interactions with the 
environment.  

Domain Design 
In the DD activity, the deliverables of the DS activity are used for defining 
the domain terminology, so that the Domain Engineer focuses on concepts, 
actions, predicates and their relationships. We adopt the following 
conventions to design the domain: ‘concepts’ are denoted with substantives, 
such as patient, physician, and nurse; ‘actions’ are denoted with verbal 
phrases, such as MakeAppointment, RequestResource, RequestForMeeting, and 
RequestMedicalReport; and ‘predicates’ are denoted with Boolean assertions 
that are evaluated as true or false, such as isBloodTypeAvailable, 
isICUBedAvailable, and isOperatingRoomAvailable. In the DD activity, the 
agent types and their roles are identified, especially the agent behavior. 
The agent interactions are defined, determining how, what and when the 
various agents communicate. The DD outputs are the sequence diagrams 
that model the interactions between agents, and the class diagrams that 
represent the internal structure, behavior, and relationship among the 
agent types. 

Domain Implementation 
The DI activity uses the deliverables of the DD activity for identifying and 
creating the software agents that are assigned to the actors, with their tasks 
and behaviors defined according to their roles in the domain. The Domain 
Engineer uses the IDE for implementing the software agents, which are the 
DI outputs. At the end of the DI activity, tests are performed to determine 
whether it is necessary to iterate on the previous DE activities or whether 
the DE phase can be concluded. 

 

Figure 4-20  Domain 
Engineering Phase 
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The main goals of the Domain Engineering phase are to specify the 
archetypes based on the clinical concept domain and to extract the 
knowledge necessary for instantiating a particular agent in Application 
Engineering phase from the generic models. This knowledge corresponds to 
the agent behaviors, interactions with other agents and some other 
knowledge specific to a particular agent. We defined a set of ontologies 
that allow actors of the domain to communicate with each other in a 
language they understand. 

4.4.2 Application Engineering 

Application Engineering is a process in which a specific application is 
developed making use of the domain knowledge obtained during the 
Domain Engineering phase. The Application Engineer proceeds by analyzing 
the legacy systems functions, procedures and terminologies, and additional 
user requirements for the target application, selecting on appropriate 
domain model and completing the application development by reusing 
software components in a bottom-up manner. The AE phase involves the 
Application Analysis (AA), Application Design (AD), and Application 
Implementation (AI) activities, as shown in Figure 4-21.  

Application Analysis 
In the AA activity, the Application Engineer analyses the legacy applications 
and data, which have been probably implemented using languages, 
platforms and techniques older than the technologies considered in this 
work. Existing systems designed using structured data are analyzed so that 
potentially reusable components can be identified, such as source code, 
documentation, designs, requirements and whole subsystems. Afterwards, 
the Application Engineer analyses the additional requirements for the target 
application, and works with end-users in order to define the functionality 
that most resemble or accommodate what end-users really need. To 
identify the stakeholders and the application business processes, the 
Application Engineer uses UML use case diagrams, which are the AA outputs 
for documenting the functional requirements and for describing the 
application behaviors. 

Application Design 
The AD activity aims at identifying the potential reusable components of 
the domain problem, including the openEHR archetypes and the entities 
and relationships between the agents. For achieving this goal, the 
specifications are refined to model the application by considering hardware 
and software platforms, such as, e.g., Java EE and JADE. Using the 
deliverables of the AA activity, the Application Engineer models concepts as 
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instances of the models built in the DE phase, and selects the classes and 
behaviors that are relevant to the application domain. The AD outputs are 
the class diagrams that describe the application structure, showing the 
relationship between the classes and their behaviors.  

Application Implementation 
In the AI activity, the application is implemented, including its 
communication interface, by integrating archetypes to openEHR Extracts. 
The application is implemented according to the model specifications 
produced before, and the IDE is the main tool to support this activity. The 
Application Engineer implements web service client interface in order to 
access and consume the remote web service interface provided by the 
Message Generator. Moreover, the other components that make up the 
application are developed, such as the user integration interfaces and data 
persistence services according to data access object (DAO) and data 
transfer object (DTO) patterns [192]. These components make use of a 
standard SQL relational database incorporating a Java-based Hibernate 
layer in order to associate table data to class instances. This offers efficient 
access to concrete clinical information, such as the results of specific 
laboratory tests and electrocardiograms. We applied JADE for the agents 
implementation, which facilitates the development of a multi-agent system 
and provides a standard implementation of the FIPA-ACL communication 
language. 

 

At the end of the AI activity, tests are performed to determine whether it 
is necessary to iterate on the previous AE activities or whether the AE 
phase can be concluded. Testing enhances the integrity and reliability of 
the developed application, by detecting unintended deviations in the 
design and errors in the system, which can be caused by communication 

Figure 4-21  Application 
Engineering Phase 
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gaps between the Application Engineer and Domain Experts, and inadequate 
requirements gathering.  

4.4.3 Discussion 

In this section, we discussed a methodology through which a Domain Expert 
and a Domain Engineer can design personalized models, such as archetypes 
and agents models, respectively. Our methodology allows an Application 
Engineer to reuse the components of our reusable architecture, meant to be 
generally applicable to different legacy healthcare information systems, 
from which applications can be built to be used in realistic healthcare 
scenarios.  

We adopted Domain Engineer and Application Engineer phases to define our 
methodology. The advantage of this separation is that two concerns are 
kept apart, (1) to build reusable and flexible domain artifacts and (2) to 
build specific applications by reusing available artifacts, adding in this way 
value to the legacy systems of the related domain. At the end of each 
phase, system tests to verify that it meets its requirements are performed 
to determine whether it is necessary to iterate on the previous activities or 
whether the phase can be concluded. In the Domain Engineering phase, the 
reusable domain artifacts generated, such as specified archetypes and 
modeled agents are stored in an Artifacts Repository to be reused in the 
next phase. The Application Engineering is a process in which a specific 
application is developed making use of the domain knowledge obtained 
during the Domain Engineering phase. Application artifacts comprise all 
development artifacts of a specific application, including the configured 
and tested application code. 

The archetypes designed in this research and the message exchange 
between heterogeneous healthcare information systems is discussed in 
Chapters 5 and 6, respectively. Agent modeling process is discussed in 
Chapter 7. In Chapter 8, we discuss the application development, based on 
three case studies, according to our methodology in order to design 
applications that allowed us to shift from the legacy healthcare system that 
relies on informal offline communication between actors to an agent-based 
system. 
 



 

Chapter 5 
5. Archetypes 

Healthcare professionals need to share patient information in order to 
support longitudinal continuing care and to follow multi-professional care 
pathways. The possibility of sharing EHR is therefore central to the 
pervasive healthcare model. Therefore, there is also consensus that the 
records that are only human readable are not sufficient to support this 
shared case: patient safety management and the pursuit of evidence-based 
care require computable information that can be linked to and queried by 
alerting healthcare systems. Efficient message exchange requires that the 
clinical information within EHRs are represented and organized 
consistently across healthcare providers, which characterizes the semantic 
interoperability. The openEHR dual model is a proposed standard solution to 
support the EHR communication through the use of archetypes. 

This chapter discusses how the domain experts may develop the 
archetypes and how to reuse the existing archetype. This chapter is 
organized as follows: Section 5.1 describes the concepts of archetypes and 
templates applied to multi-level modeling of healthcare systems. Section 
5.2 gives an overview of the archetype development process, in which the 
domain experts are guided to perform their tasks. Section 5.3 presents the 
archetypes modeled and reused by domain experts in the cardiology 
domain. 

5.1 Concepts 

Multi-level modeling of healthcare information system helps separate the 
tasks of the Domain Engineer (software engineer) from the tasks of the 
Domain Expert (healthcare professional). According to openEHR approach, 
the two-level modeling (or multi-level modeling), distinguishes between a 
reference model (information level) that is used to represent the generic 
properties of health record data, and an archetype model (knowledge level) 
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used to represent the specific information that needs to be documented 
within health records in each clinical domain. The main benefit of this 
separation is the possibility to construct a domain specialist model 
(knowledge model) that is independent from the activities of the 
developers, who focus on the reference model. In healthcare information 
systems, software development can proceed separately from domain 
modeling and information modeling, so that if new concept models are 
introduced, the software does not need to be redesigned, coded, tested 
and deployed [144].  

Archetypes and templates play a key role in semantic interoperability in 
the openEHR dual model, as shown in Figure 5-22. Archetypes (ADL 1.4) 
define what is maximally documented in the world about a specific health 
record entity. Templates define what in a specific context is stored, 
retrieved, presented, exchanged and archived at a specific point in time 
[193]. 

 

5.1.1 Archetypes 

Clinical archetypes play an important role in determining how clinical 
information is represented and organized inside EHRs and when they are 
communicated between systems. Archetypes often also influence the way 
in which clinical information is managed within individual EHR systems, 
how end-users enter information and how information is presented. An 
archetype defines a data structure, including optionality and multiplicity, 
data value constraints, and relevant bindings to natural language and 
terminology systems [194], being essential to achieve semantic 
interoperability between healthcare systems. 

Archetypes can be divided into classes according to their content, and 
examples are shown in Table 5-2 [145]: 

Figure 5-22  openEHR 
Dual Model (Source: 
Beale, 2007) 
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- composition-archetypes: These archetypes correspond to common 
clinical documents or events and typical examples include 
Prescription and Operative Notes. 

- section-archetypes: These organizational archetypes correspond to 
document headings commonly used to provide a structure in 
which to place the Entry and Cluster archetypes, which contain 
most detailed clinical content. 

- admin-entry-archetypes: These archetypes are used for recording 
administrative events, such as admission, discharge, consent. 

- entry: These descriptive archetypes are divided into the categories: 
 observation-archetypes (e.g. ‘blood pressure’), 
 evaluation-archetypes (e.g. ‘adverse reaction’), 
 instruction-archetypes (e.g. ‘medication order’), 
 action-archetypes (e.g. ‘procedure’). 

- structure-archetypes: These archetypes are used to model a structure 
(e.g., a tree or list) of items and reuse this structure in other 
archetypes. 

- cluster-archetypes: These archetypes are used to model a cluster of 
items and to embed this cluster in other archetypes. 

- element-archetypes: These archetypes are used to model a single 
item with the intention of reuse.  

- demographic-archetypes: These archetypes are used to model 
demographic data and identities, addresses, personal relationships 
and roles. 

 
Archetypes 

classes 
Archetype ID and Description 

Composition openEHR-EHR-COMPOSITION.prescription.v1 - Set of 
medication orders communicated to pharmacy 

Section 
openEHR-EHR-SECTION.conclusion.v1 - Section to 
record conclusions of an encounter with a patient 

Admin-Entry 
openEHR-EHR-ADMIN_ENTRY.admission.v1 - Used for 
admitted patient only. It signals the beginning of a patient's 
stay in a health care facility 

Observation 
openEHR-EHR-OBSERVATION.apgar.v1 - Clinical score 
derived from assessment of respiratory effort, heart rate, 
reflex irritability, muscle tone and skin color 

Evaluation 
openEHR-EHR-EVALUATION.risk.v1 - Evaluation to 
indicate that there is, or is not, a significant risk of this 
subject of care having, now or in the future, a condition 

Instruction openEHR-EHR-INSTRUCTION.transfusion.v1 - The 
instructions for giving a transfusion 

Table 5-2  Archetypes 
classes, ID and 
descriptions 
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Action 
openEHR-EHR-ACTION.procedure.v1 - A clinical activity 
that has been carried out for therapeutic or diagnostic 
purposes 

Item-Tree 
(Structure) 

openEHR-EHR-ITEM_TREE.follow_up.v1 - Record 
details about a follow up 

Cluster 

openEHR-EHR-CLUSTER.device.v1 - Any physical object, 
product, instrument, apparatus, appliance, material or other 
item used directly or indirectly in the provision of 
healthcare, but is not used primarily through therapeutic or 
metabolic means 

Element openEHR-EHR-ELEMENT.menstrual_cycle_day.v1 - 
Number of days since onset of last normal menstrual period 

Demographic-
Cluster 

openEHR-DEMOGRAPHIC-
CLUSTER.person_identifier.v1 - Used in demographic 
services to register data about a person identifier 

Demographic-
Address 

openEHR-DEMOGRAPHIC-ADDRESS.address.v1 - Used 
to communicate with, identify service provision 
requirements and trends, and to provide direct services 

Demographic-
Organization 

openEHR-DEMOGRAPHIC-
ORGANISATION.organisation.v1 - Representation of an 
organization’s demographic data 

Demographic-
Person 

openEHR-DEMOGRAPHIC-PERSON.person-patient.v1 - 
Representation of a patient’s demographic data 

Demographic-
Role 

openEHR-DEMOGRAPHIC-
ROLE.healthcare_provider_organisation.v1 - 
Representation of an organization’s demographic data in the 
role of healthcare provider 

 
Archetypes require detailed descriptions of the clinical concepts such as 
rules, measurement ranges, data types, presentation formats, most 
appropriate data representation (terminology, codes), ontology, data to be 
included to assist decision making, data integrity constraints and allowed 
units with associated numeric ranges, such as, for example, the Apgar 
score [195] and aspects related to drug administration. The content in each 
archetype should be able to be interpreted in isolation and be as complete 
as possible to suit multiple sectors, purposes and priorities [196]. 

Archetypes support the binding of data nodes, names and values to 
concepts from external terminologies, such as SNOMED-CT. They are 
also multi-lingual, and support all languages that can be expressed in 
Unicode. Term binding is an ADL construct used to associate a language-
independent label (e.g., at0005) with a specific term from a specific 
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terminology. This allows for the name of a data point or archetype node to 
be identified as being the same as a specific term in a terminology [145]. 

5.1.2 Templates 

An openEHR template is defined as a specialized openEHR archetype. 
openEHR archetypes provide flexibility and adaptability and define what 
makes sense and templates define what makes sense in a specific context. 
Templates provide the means of reusing archetypes in a local context 
without jeopardizing the archetypes. Using archetypes, healthcare 
providers can define and re-define at any moment templates that are 
needed in their work process at each specific point in time. Systems based 
on archetypes and templates facilitate customization and rapid adaptation 
to meet new clinical requirements. Templates are designed based on what 
is desired to be in a screen form or report, what archetypes are already 
available, and the local usage of terminology [144].  

Since a template is a specialized archetype, it cannot change the 
semantics of archetypes they specialize, since it obeys the rules of the 
archetypes it specializes. Accordingly, all data created due to the use of 
templates are guaranteed to conform to the referenced archetypes, as well 
as to the underlying openEHR reference model. Templates may only 
specialize existing nodes defined in the flat parent, defined either in another 
template or in an archetype. Therefore, templates cannot add new data 
nodes. If new data nodes are required in the template context, appropriate 
specialized archetypes should be defined prior to their use in the final 
template. Templates are necessary to: 
- combine items from different archetypes for several purposes;  
- assign default values to items;  
- link archetypes to clinical terminologies such as SNOMED CT; and 
- otherwise constrain archetypes, such as, for example by deleting 

optional items of an archetype that are not required in the local 
context. 

 
Although templates are expected to be expressed in ADL, templates 

form a third layer above the archetypes and the reference model that 
enables developers to create future-proof systems with a Graphical User 
Interface (GUI) that is flexible enough to present on the screen the 
information that the templates require. A template can be defined as a 
large structure where various archetypes are aggregated. It can also 
simplify the archetype structure by removing elements or nodes that are 
unnecessary, and setting default values or further constraints specifically 
adapted to a local implementation [144]. Templates are closely related to 
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archetypes because they are able to set constraints, establish terminology 
bindings and fulfill slots where other archetypes can be attached. 

Template Definition 
openEHR templates are defined in the template package as Operational 
Templates. They differ from archetypes in that their root object is an 
ARCHETYPE_ROOT, and the Operational Template can add the ontology 
structures from the constituent archetypes [144]. An openEHR template is 
a specification that defines a tree of one or more archetypes, each 
constraining instances of various reference model types, such as 
COMPOSITION, SECTION and ENTRY subtypes. Thus, while there are 
likely to be archetypes for such things as biochemistry results (an 
OBSERVATION archetype) and SOAP headings (a SECTION archetype), 
templates are used to combine archetypes to form whole 
COMPOSITIONs in the EHR, such as for discharge summary and antenatal 
exam. Templates usually correspond closely to screen forms, printed 
reports, and in general, complete application-level lumps of information to 
be captured or exchanged; they may therefore be used to define message 
content. Templates are generally developed and used locally, while 
archetypes are usually widely used.  

Archetype Redefinition 
The most common archetype redefinition used in a template definition is 
the removal of unwanted nodes and sub-trees. This is because most 
archetypes are designed as maximal data sets (requiring universal concept 
consensus), and include a large set of data point definitions that would ever 
be used in a particular context. Two types of removal are often required: 
removal of one or more object children of a container attribute, and 
removal of a whole attribute (container or single-valued) [191]. Figure 5-23 
gives an example of the first situation, in which the 
OBSERVATION.blood_pressure archetype originally defines the following data 
points: systolic blood pressure, diastolic blood pressure, mean arterial 
pressure (MAP) and pulse pressure. In any particular clinical context, the 
only meaningful combinations that can be used are systolic and diastolic 
(typical general practice, routine hospital bedside use), mean arterial pressure 
(used as the perfusion pressure by anesthetists) or pulse pressure (difference 
between systolic and diastolic, used in many modern monitoring 
machines). Thus, the template can define which of the above combinations 
is allowed in the final data. This is done by defining exclusion constraints 
of the unwanted nodes by setting of the occurrences constraint to {0}, 
indicating that no occurrences are allowed. 
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Figure 5-24 shows an example of the second situation with the removal of 
the OBSERVATION.protocol attribute from the blood pressure archetype by 
a template for which no protocol information (instrument type and 
measurement location on body) is needed. 

 

Operational Template 
An Operational Template is the final usable form of a template and its 
constituent archetypes and overlays, and has only two differences from a 
flat archetype definition: (1) the root object is a C_ARCHETYPE_ROOT 
rather than a C_COMPLEX_OBJECT, and (2) ontology structures from the 
constituent archetypes are added. The first difference is because in a 
flattened archetype all archetype root points (including the top one) are 
replaced by C_ARCHETYPE_ROOT objects, which carry the relevant 
archetype identifiers. The second difference is because the flattening 
process usually involves more than one archetype, due to slot filling, 
meaning that the operational template has to explicitly include the 
flattened ontologies of all component archetypes in addition to its own 
ontology. 

The operational template has been designed to function as a self-
standing computable structure, containing all archetype and reference 
model elements relevant to runtime use, while resolving or removing 
design-time elements such as internal references. The resulting structure is 
essentially like a single large archetype, containing individual archetype 
identifiers at all the archetype root points, and also carrying the sum of all 

Figure 5-23  Object 
exclusion (Source: 
Beale, 2007) 

Figure 5-24  Attribute 
exclusion (Source: 
Beale, 2007) 
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the archetype ontologies, enabling the at-codes (e.g., at0005) from each 
source archetype to be resolved at runtime. 

5.2 Archetype Development Process 

The cardiology domain knowledge is complex and related to several areas 
of healthcare. Its knowledge concepts can be represented in multiple ways 
using many terminologies or coding systems, such as, for example, 
SNOMED-CT27 and ICD-1028. Domain Experts need to be able to document 
their application knowledge in a manner that enables domain engineers to 
understand the problems to be solved so that EHRs meet operational 
clinical practice needs. Furthermore, hospital information systems that 
support this domain need to be able to exchange data, information and 
knowledge without loss of meaning, which characterizes semantic 
interoperability. According to Booch and Jacobson [197, 198] an ‘object 
model reduces communication problems between analysts and users’. 
Object-orientation has been widely applied to requirements analysis and 
design. With the openEHR release 1.0, a common model is available to 
solve some of the problems related to accessing information and 
knowledge by improving semantic interoperability between EHR systems. 

Archetypes are designed by Domain Experts, and often require significant 
study of a subject area, such as cardiology and obstetrics. The development 
process may occur at a national or international level, and requires peer 
review and testing in real systems, according with the semantic value of 
archetypes, namely as reusable models of content. Consequently, from the 
point of view of any given site of deployment, archetypes are most likely 
to have been developed elsewhere, and to reside in a recognized, quality 
assured repository.  

Archetype development must be coordinated through Domain Knowledge 
Governance, which is defined as ‘comprising all tasks related to establishing 
or influencing formal and informal organizational mechanisms and 
structures in order to systematically influence the building, dissemination, 
and maintenance of knowledge within and between domains’ [199]. 
Archetypes that reflect the knowledge of specific clinical knowledge 
domains can only be defined and maintained by the domain professionals. 

We have developed cardiology domain archetypes by taking into 
consideration the national and international guidelines, such as Cardiology 
Brazilian Society Guidelines29, Guidelines for Percutaneous Coronary 

27 http://www.ihtsdo.org/snomed-ct/ 
28 http://www.who.int/classifications/icd/en/ 
29 http://publicacoes.cardiol.br/ 
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Intervention30, American College of Cardiology31, European Society of Cardiology32 
and British Cardiovascular Society33. The healthcare professionals involved in 
the cardiology network have collaborated to ensure that the outcomes that 
were consistent with these guidelines could be achieved. The aim of this 
collaboration was to develop a process for capturing clinical knowledge 
relevant to the cardiology domain in a manner that could facilitate clinical 
information exchange by many stakeholders in accordance with the 
openEHR archetypes.  

We defined the archetype development process based on the 
integration of two existing processes for capturing expert clinical 
knowledge: (1) the process adopted for the development of clinical 
practice guidelines [200], and (2) a consensus-based standards 
development process [201, 202]. Archetypes need to be evidence-based 
and be adopted as a formal representation of clinical knowledge. The 
clinical concepts represented within archetypes need to be represented in a 
standard way and appropriately linked to clinical terminologies. 

In the archetype development process, healthcare professionals 
participate in order to define the structure of clinical concepts as they are 
used in EHR systems and the relationships between them. This process 
involves many stakeholders with different backgrounds who collaborate to 
achieve a consensus in the definition of these clinical concepts.  

In this research, we followed the Domain Engineering approach [203, 
204] as a systematic process to capture the clinical concepts of a domain 
knowledge and to design the archetypes for general reuse. This is an 
iterative process to achieve the continuous refinement of the artifacts. 
Organizations plan their governance, organizational setting and archetype 
requirements. Using the Structured Analysis and Design Technique (SADT) 
diagram notation, Figure 5-25 shows an overview of the archetypes 
development process, which consists of the following collaborative 
processes: Archetype Analysis, Archetype Design and Archetype Implementation.  
  

30 http://sbhci.org.br/profissional/ 
31 http://www.cardiosource.org/ 
32 http://www.escardio.org/ 
33 http://www.bcis.org.uk/ 
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5.2.1 Archetype Analysis 

In the Archetype Analysis activity, the clinical concepts requirements are 
elicited, specified and analyzed in a brainstorming session with the Domain 
Experts. The Domain Experts are all potential stakeholders and have the 
necessary clinical knowledge to ensure that the archetype models under 
development are aligned with the clinical user requirements. For modeling 
clinical concepts all items to be documented should be known, such as the 
arterial blood pressure measurement details (e.g., person position, normal 
range and unit of measurement). Any clinician or administrative support 
personnel working within the healthcare environment can gather initial 
information that is used in clinical practice. Because an archetype should be 
‘a maximal data set for generic clinical concept’, documented item 
categories and their value ranges have to be identified from existing 
sources, such as datasets, healthcare information systems, electronic-based 
and paper-based publications, healthcare standards and other knowledge 
from experts. The items have to be combined into coherent and clinically 
meaningful concepts.  

In this activity, the Domain Expert analyzes the previous documentation 
system in order to determine all items, which are documented as concepts. 
The goal of this activity is the definition of a hierarchical structure that 
classifies these items depending on their clinical meaning. From this 
hierarchical structure, the concepts are examined to identify repeated 
items and structures.  

Based on the clinical concepts specified, the Domain Expert analyzes the 
applicable descriptive terminology and the list of terms and domain 
database tables for data element validation. Additional requirements might 
be needed in order to satisfy local legislations, or different translations 

Figure 5-25  Archetype 
Development Process 
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could be needed depending on the number of the languages of the region 
where the archetypes are applied. The activity outputs are the concepts 
modeled that document the clinical concepts identified and their 
relationships. 

5.2.2 Archetype Design 

In the Archetype Design activity, the clinical concept specifications are 
refined using techniques such as mind maps. A mind map is a visual 
representation of hierarchical information that includes a central idea 
surrounded by connected branches of associated topics in order to better 
understand of relationship and connections between ideas and concepts. 
The clinical concepts are organized by focusing on the identification of data 
elements, treatment protocol, state, allowable events, pathway steps, and 
concepts needing terminology, as shown in Figure 5-26.  

 

During this phase, items and structures are identified and duplication can 
hence be avoided. The Domain Expert selects the suitable reference model 
class related to each concept being modeled, such as COMPOSITION, 
SECTION structures, and various types of ENTRY, like OBSERVATION, 
EVALUATION, ACTION, INSTRUCTION, and ADMIN-ENTRY. Given that 
archetypes define constraints over the reference model classes, the domain 
experts are free to choose what reference model classes match the 
concepts that need to be modeled. The Domain Experts are helped by 
decision algorithm to select the appropriate classes in the openEHR 
reference model. Figure 5-27 shows the decision algorithm to help them 
decide which archetype class to use to represent a concept [137, 196]. 
Depending on the kind of concept required the Domain Experts identify 
whether the concept is part of a document, a functionality, a standalone 
concept, a multiple or single element. 
  

Figure 5-26  Blood 
Pressure Mind map 
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According to their clinical practice experience, Domain Experts can choose 
the suitable ENTRY class to represent a concept. The choice of these types 
is based on the clinical problem-solving process [205, 206], as shown in 
Figure 5-28.  

Figure 5-27  openEHR 
decision algorithm 
(Source: Garde et al., 
2009) 
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Figure 5-28 shows the cycle of information creation as an iterative problem 
solving process typical not just of clinical medicine but of science in 
general. The system to be observed as whole is made up of two parts: 
patient system and clinical investigator system. The later consists of healthcare 
professionals and is responsible for understanding the state of the patient 
system and delivering care to it. A problem is solved by making 
observations, forming opinions and prescribing actions (instructions) for 
next steps, which may be further investigation or may be a set of 
interventions designed to solve the problem, and finally executing the 
instructions (actions). The openEHR Entry model does not impose a 
process model, it only provides the possible types of information that 
might occur. 

Figure 5-29 shows the concept of a device, which we use to demonstrate 
how the development of hierarchical structures can avoid modeling 
duplication. The items of the concept device can be modeled within a 
CLUSTER archetype.  

 

Devices archetypes can be included in an ECG Recording archetype to 
record information details about the electrocardiograph device used to 
record an ECG (ECG Device) and to view the ECG outputs (ECG Viewer), as 
shown in Figure 5-30. 

Figure 5-28  
Relationship between 
information types and 
the investigation process 
(Source: Beale, 2008) 

Figure 5-29  Mind Map 
for Device concept 
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To ensure interoperability, already available archetypes are taken into 
account and the openEHR knowledge repository (CKM) can help the 
Domain Expert identify archetypes that model required items or whole 
concepts. Experienced clinical modelers are needed to conduct a review of 
existing archetypes in order to determine where definitions is already 
available and decide whether new archetypes need to be created. 
Knowledge of the current available archetypes and their attributes can help 
identify possible useful archetypes. If there are no appropriate archetypes 
for modeling the concepts we need to represent, then new archetypes have 
to be designed. The Domain Expert identifies the relationships to other 
archetypes or knowledge artifacts such as terminology subsets. As 
archetypes should be maximum data sets, most of the reusable archetypes 
contain more items than needed. These items can be excluded from the 
documentation via templates (see Section 5.1.2). When particular items 
are missing in an existing archetype, this archetype can be specialized and 
extended by adding the missing items. An example is the archetype 
provider-address, which specializes the archetype address, by adding new 
attributes related to the healthcare provider address. 

5.2.3 Archetype Implementation 

In the Archetype Implementation activity, the archetypes are implemented in 
ADL language using tool like the Archetype Editor34 tool. Using Archetype 
Editor, the Domain Expert can create new archetypes based on the reference 
model classes. The designed archetypes can be combined within larger 
composite archetypes or templates. The Domain Expert performs a 
collaborative review of the metadata, content and translations of the 
archetypes, complementing the archetype modeling with the inclusion of 
terms lists, domain tables and terminologies, which were identified in 
prior activities. Term bindings can be added at any stage of archetype 
development. The Domain Expert can link a data point in the archetype with 
a code in a terminology, such as LOINC, SNOMED-CT and ICD10 with 
conditions if necessary. The Domain Expert can manage the implemented 

34 http://www.oceaninformatics.com/ 

Figure 5-30  Mind map 
for ECG Recording 

                                                         



APPLICATION 95 

archetypes using Archetype Editor, which includes regression testing 
functionality, full archetype parsing, validation, flattening and serialization 
to XML, ADL, dADL, JSON and YAML. Figure 5-31 shows the Pacemaker 
Implantation archetype implemented using the Archetype Editor tool. The 
implemented archetypes must conform with openEHR reference and 
archetype model, and represent existing standard specifications or data sets 
and technical attributes, such as data constraints, occurrence/cardinality 
and null flavors. Since most of the existing archetypes are in English, they 
must be translated for use in other languages if necessary.  

 

5.3 Application 

We applied the steps discussed before together with the Domain Experts 
from Cardiology Healthcare Network (Marília - São Paulo, Brazil) in order to 
design the archetypes for the scenarios that resulted in 17 archetypes as 
shown in Table 5-3. The archetypes were developed by collaborative 
requirements meetings including two IT professionals, three cardiologists, 
two laboratory professionals, three nurses and two administrative 
professionals, to determine issues around content related to each expert 
area. IT professionals supported the healthcare professionals to perform 
openEHR modeling. Meeting occurred progressively through model 
development in proportion to the complexity of clinical concepts and 
availability of healthcare professionals. Terminologies played a key role 
within archetypes development, and the healthcare professionals could 
support the availability of suitable codes within the terminologies 
identified. Contents that required structured values utilized terminology 

Figure 5-31  Pacemaker 
Implantation archetype 
implemented in the 
Archetype Editor 
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subsets or were modeled explicitly within the archetypes as an internal 
code set.   
Archetypes 

classes 
Archetype ID and Description 

Action 
openEHR-EHR-ACTION.pacemaker_implantation.v1 
– Register clinical information about the pacemaker 
implantation 

Evaluation 
openEHR-EHR-
EVALUATION.pacemaker_evaluation.v1 - Evaluation 
about a pacemaker implanted in a patient 

Action openEHR-EHR-ACTION.classical_surgery.v1 - Used to 
register an arrhythmia treatment and aneurysm repair 

Action openEHR-EHR-ACTION.coronary_surgery.v1 - Used 
to myocardial revascularization for coronary artery disease 

Action openEHR-EHR-ACTION.vascular_surgery.v1 - Used 
to diseases or disorders of the cardiovascular system 

Action 
openEHR-EHR-ACTION.congenity_surgery.v1 - Used 
to defect in the structure of the heart and great vessels 
which is present at birth 

Action 
openEHR-EHR-ACTION.coronary_angioplasty.v1 - 
Used to describe an open narrow or blocked coronary 
arteries 

Action 
openEHR-EHR-ACTION.cardiac_catheterism.v1 - 
Used to register the diagnose and treat some heart 
conditions 

Evaluation openEHR-EHR-EVALUATION.echocardiography.v1 - 
Used to evaluate the sonogram of heart 

Evaluation 
openEHR-EHR-EVALUATION.stress_test.v1 – 
Evaluate the information about how the heart works during 
physical stress 

Evaluation 
openEHR-EHR-EVALUATION.ergometric_test.v1 – 
Evaluate the identification or exclusion of ischemic heart 
disease 

Observation openEHR-EHR-OBSERVATION.holter_monitor.v1 – 
Used to continuously monitoring the heart’s rhythms 

Evaluation 
openEHR-EHR-
EVALUATION.transesophageal_echo.v1 – Assess the 
heart’s function of patients 

Evaluation 
openEHR-EHR-EVALUATION.doppler_echo.v1 – 
Assess the flow of blood through the heart’s chambers and 
valves 

Table 5-3  Archetypes 
designed 
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Evaluation 
openEHR-EHR-EVALUATION.carotid_scan.v1 – 
Vascular ultrasound to assess the blood flow of the heart 
arteries 

Evaluation openEHR-EHR-EVALUATION.tilt_table_test.v1 – 
Evaluate the cause of unexplained syncope 

Evaluation 
openEHR-EHR-
EVALUATION.transesophageal_atrial_stimulation.v1 
– Evaluate the supraventricular arrhythmias 

The archetypes were validated by the Domain Experts of Cardiology 
Healthcare Network (Marília - São Paulo, Brazil). The archetypes were 
published within the hospital network in order to receive comments from 
the health community and vendors who participated in the bidding process 
for healthcare integration. Through these initiatives, we could confirm that 
all concepts and its constraints could be correctly formalized in ADL code. 
The clinical team now wishes to submit these archetypes to the openEHR 
CKM community in order to contribute with the international archetype 
development process related to the cardiology domain archetypes. We 
reused some CKM archetypes in our architecture, such as Device, Device 
Details, Prescription, Medication List, Medication Administration, Medication 
Action, Medication Order, Follow up Instructions, Laboratory Result Annotation, 
Laboratory Test, Blood Pressure, Blood Matching, Body Temperature, ECG 
Recording, Patient Admission, Clinical Synopsis and Demographic Models. 

 
 





 

Chapter 6 
6. Message Generator 

Network technologies have improved over the past decades, so that more 
powerful computer and communication capabilities have become available. 
It has fostered development of distributed software systems. Much of the 
complexity of building this software systems can be alleviated by the use of 
highly flexible, efficient and secure middleware. Middleware is 
infrastructure software that resides between the applications and the 
underlying operating systems, networks and hardware, specifically 
intended to provide a more appropriate platform for building and 
operating distributed systems [207].  

This chapter is organized as follows: Section 6.1 presents the approach 
that we used to develop our middleware namely the Message Generator. 
Section 6.2 explains the Extract and Request structures according to the 
openEHR Extract Information Model. Section 6.3 gives an overview of the 
implementation of our Message Generator. Section 6.4 explains the 
components implemented in the Message Generator, and gives an example 
in the Cardiology Domain. 

6.1 openEHR XML Schemas 

Our proposed middleware namely Message Generator was designed to 
bridge the gap between healthcare applications and provide reusable 
services to distributed healthcare systems by allowing the semantic 
interoperability of heterogeneous healthcare information systems.  

We developed facilities to perform message exchange between 
heterogeneous EHR systems in pervasive healthcare environments. We 
followed the openEHR Extract Information Model (IM)35 that describes the 

35 http://www.openehr.org/programs/specification/releases/1.0.2 (in development) 
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several ways in which an EHR extract that contains a total or partial EHR 
can be built to support interoperability between EHR systems.  

We designed a Message Generator Schema based on openEHR Extract 
Information Model. Since the openEHR standard consists of a RM part for 
delivering the container with the needed EHR information, and an AM 
part for expressing clinical content, the Message Generator Schema has 
also a Reference Model Schema (RM-XMLSchema) for representing the 
constraints in RM, and an Archetype Model Schema (AM-XMLSchema) for 
representing the clinical archetypes. RM-XMLSchema is the concrete model 
from which the software can be developed. AM-XMLSchema represents the 
concrete metamodels of a domain concept, which are expected to be 
understandable for a domain expert. Figure 6-32 depicts an overview of the 
Message Generator schema. 

 

6.2 Request and Extract 

In the openEHR Extract IM, the notions of Request and Extract (the reply) 
are clearly distinguished. An Extract may include a copy of the Request and 
an indication of its content. The common semantics of Requests and Extracts 
is modeled in a generic way, using a number of specialized Request and 
Extract types that are based on common classes. Different Extract concrete 
types are employed to satisfy particular groups of requirements, instead of 
applying one kind of Extract to perform all possible tasks. Figure 6-33 
illustrates the communication scenario of our Message Generator, where 
non-openEHR systems can exchange health information using concrete 
Request and Extract types defined by the openEHR Extract IM. 

 

Figure 6-32  Message 
Generator schema 

Figure 6-33  
Communication 
scenario based on 
openEHR Request-
Extract 
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In our Message Generator, the Requests and Extracts are implemented as 
types in a Web service environment, to support the semantic interoperability 
among distributed HIS. A Request contains a detailed specification of the 
information from the records of one or more subjects. A subject may be a 
patient EHR or a Person record in a demographic system. An Extract 
contains chapters, which contains folders, which contain content items, which 
in turn contain all the requested content that has been possible to retrieve. 
Archetypes and templates for the Extract/chapter are used for managing the 
content within folders in each chapter, and across chapters. 

6.2.1 EXTRACT Structure 

Figure 6-34 shows the openEHR Extract class diagram, in which the 
EXTRACT_REQUEST class has an update_spec attribute that specifies how 
the Request is to be processed by the server, and an extract_spec attribute 
that indicates the required information from the target healthcare 
information system. The EXTRACT class has a request_id attribute, an 
optional participations list, an optional specification, and a set of chapters that 
contain the retrieved content. The participations attribute denotes the 
subjects of the EXTRACT_PARTICIPATION, which are termed parties, since 
they are instances of the PARTY class. Participations are responsible for 
creating the Extract. The specification attribute has the same form of the 
extract_spec of the EXTRACT_REQUEST, indicating the actual Extract 
contents. An Extract content is enclosed within the chapters attribute in the 
form of one or more instances of the EXTRACT_CHAPTER class or of its 
subtype EXTRACT_ENTITY_CHAPTER. Within an EXTRACT_CHAPTER, the 
items attribute contains a folder structure composed of EXTRACT_FOLDER 
objects, which in turn contain the content items. The folder structure can be 
used to separate the parts of a health record, or to group items according 
to some other scheme (e.g., an episode). The EXTRACT_ENTITY_CHAPTER 
class represents a chapter, which is used to carry content associated with a 
single entity (e.g., a patient). An Extract may contain data related to 
multiple patients, which means that it may contain multiple chapters. 
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Extracts usually include clinical information and demographic data related 
to participations of the subject and other parties in the documented activities 
in the clinical information. Within an Extract, participations are represented 
in two places: in the EXTRACT class, participations are used to provide 
information about parties related to the Extract; and in the 
GENERIC_CONTENT_ITEM class, which represents the EHR actual 
content, the original structures of participations are copied faithfully, 
including any in-line performer information. GENERIC_CONTENT_ITEM 
defines metadata that can be populated with information from legacy 
systems, such as patient and healthcare professional demographic contents. 

6.2.2 EXTRACT-REQUEST Structure 

We designed the openEHR Extract IM in our Message Generator as a 
shared EHR system, aggregating data from various sources in a 
standardized way in order to allow the message exchange among 
heterogeneous healthcare information systems. The logical structure of the 
source data is completely preserved within the Extract, since only the 
reference is rewritten to the UID values used in the Extract. Figure 6-35 
illustrates the typical structure of the EXTRACT_REQUEST (a) and the 
EXTRACT (b). The Extract is organized in chapters that contain ‘EMR’ and 
‘demographic’ information, and the chapters contain folders that enclose 
‘patients’ and ‘providers’ data. The content items contain the requested 
content related to ‘COMPOSITION’, ‘PERSON’, and 
‘ORGANISATION’ instances. The participations represent the 
demographic content of the Extract, identifying the ‘requester’ and 
‘consultant’. 
  

Figure 6-34  openEHR 
Extract class diagram 
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(a) 

 

(b) 

6.3 Implementation Overview 

The Cardiology Department of Hospital Santa Casa defined a project to 
develop a Cardiology Healthcare Network for several healthcare providers 
in Marília (São Paulo, Brazil) in order to allow the integration of 
heterogeneous healthcare information systems in the Cardiology 
Healthcare Network. We designed a Message Generator aimed at 
managing patients’ demographic and clinical information for message 
exchange within the cardiology network. 

The Message Generator proposed for this research was developed to 
support different clinical specialties related to the cardiology domain in 
order to handle each one of them in healthcare environment. Each 
healthcare provider should use their own healthcare information system 
and have a local datacenter independent of each other. The Message 
Generator is a messaging infrastructure compliant with the openEHR 
specifications, aimed at ensuring the interoperability of the EHR systems of 
the participants of the Cardiology Healthcare Network. The decision to 

Figure 6-35  openEHR 
Request and Extract 
structure example 
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use these specifications was made mainly because their focus on EHR 
systems interoperability. The openEHR approach prescribes the use of 
archetypes to represent knowledge and includes four basic services: clinical 
data services, demographic data services, archetype services and terminology services. 

The decision to use the archetypes repository in the Message Generator 
was because of the flexibility that these artifacts can offer for medical 
knowledge reuse. Additionally, our approach enabled the cardiology 
network team to take direct responsibility for any evolutionary changes in 
the concepts specific to the healthcare domain, and for any new clinical 
data representations, while software engineers would bear the 
technological responsibility of maintaining the archetypes processing 
infrastructure and managing the servers that host the Message Generator 
repository, which stores the archetypes, templates and terminologies 
applied in our solution. 

The Message Generator was built in accordance with the Service-
Oriented Architecture. Demographic and clinical data services were 
specifically designed to allow the exchange of patients’ clinical data 
between EHR systems, and the Message Generator has been designed as a 
middleware. These clinical data are called openEHR extracts, which were 
developed based on the openEHR reference model (Section 3.3) and 
complemented by a set of archetypes that define the central repository 
concepts (Chapter 5). 

6.3.1 openEHR Java Implementation 

The Message Generator has been built on top of the openEHR Java 
Implementation36 for implementing new classes in the RM, and the 
eXtensible Markup Language (XML) for encoding the EHR Extracts to be 
exchanged. The openEHR Java Implementation consists of the following 
software components: 

(a) openehr-rm implements all RM specifications, such as Data Types, 
Data Structures, Common, Support, EHR Extract, and 
Demographics. It maps openEHR data types onto Java native data types 
(e.g., Java String), and implements other higher level data types (e.g., 
DV_TEXT, which is a text item that contains any amount of valid 
characters arranged as words or sentences). It also implements path-
based queries for finding leaf nodes in large object trees with single 
crafted paths. All constructors of the RM classes have annotations for 
its parameters, so the invocation of an object can be done 
automatically. This feature is used by rm-builder to construct RM 
objects from archetypes; 

36 http://www.openehr.org/programs/specification/releases/currentbaseline 
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(b) openehr-aom and openehr-ap provide in-memory representation of 
archetypes, which are usually authored and transmitted in ADL 
format; 
(c) rm-builder, which is grounded on the openehr-rm, openehr-aom and 
openehr-ap components, provides support to create and validate 
archetype-based objects, and guarantees that the archetype semantics 
is faithfully reflected when constructing and validating RM objects; 
(d) adl-parser provides support for parsing ADL descriptions by 
transforming ADL archetypes in textual format to the in-memory AM 
format. The adl-parser is the entry point for the archetype in any EHR 
system, so it is critical for the proper operations of these systems; and  
(e) adl-serializer provides support for the conversion of archetypes 
from the in-memory AM format to the ADL textual format. It is often 
used before the storage and transmission of an authored archetype. 

6.4 Components – Cardiology Domain Example 

RM and AM constraints are implemented using XML schemas, and in the 
Message Generator, we employed the adapted XML Schemas prescribed in 
the openEHR specifications. We designed the Message Generator as a 
software application that offers and uses web services, and we built 
RESTful Web services [208] that transmit data directly on top of the HTTP 
protocol. Figure 6-36 shows the general structure of our solution.  

 

Figure 6-36  Message 
Generator structure for 
interoperable EHR 
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The Message Generator has Database and JDBC Driver components, which 
employ the MSSQL-Connector driver to access through JDBC the MSSQL 
databases that store the clinical information. Based on the requested 
information received by Web services, the connection between the 
Message Generator and distributed HISs is established through JDBC. The 
Database is responsible for storing clinical information in the Message 
Generator repository based on the archetype nodes. 

RM Service, Archetype Service and Demographic Service are the services 
provided by the Message Generator, which employs the three main back-
end services used in the openEHR Java Implementation: the RM Service 
(openehr-rm and rm-builder), for understanding the classes of the openEHR 
RM; the Archetype Service (openehr-aom), for understanding the format and 
the syntax of the archetypes; and the Demographic Service (openehr-ap), for 
managing the identifiers of all parties involved in the medical procedure. 
These services offer internal functions, such as getComposition, 
getParticipation, getContentItem and setExtract, which allow the manipulation 
of the records gathered into the Message Generator. These services have 
been implemented by using XMLBeans37, which is a technology for 
generating Java classes from XML schemas. The generated Java classes can 
be used to parse or generate XML documents. 

ADL Parser/Serializer component (adl-parser and adl-serializer) consists of 
the parser and serializer tools that are included in the openEHR Java 
Implementation for processing archetype instances. The XML Schema 
component represents the Reference Model Schema (RM-XMLSchema) for 
representing the constraints defined in the openEHR RM, and an Archetype 
Model Schema (AM-XMLSchema) for representing the openEHR archetypes, 
as shown in Figure 6-32. 

The RESTful Web services component provides a set of services for 
allowing the query and retrieval of clinical information and demographic 
data from EHRs. This component has interfaces to communicate with the 
client applications using RESTful Web services. The main Web service 
interfaces we developed are openEHRRequest, openEHRExtract and Retrieve, 
which expose the internal capabilities of the Message Generator. 

Figure 6-36 shows HIS ‘A’, which uses the openEHRRequest service to 
request clinical information about an EHR. The Message Generator 
processes the Request that contains the detailed specification of the required 
content, such as, e.g., ECG Report (from HIS ‘B’), Radiology Report 
(from RIS ‘C’), and Report for Clinical Laboratory (from LIS ‘D’). All the 
clinical information is queried and retrieved, and the Message Generator 
serializes one Extract for each HIS that generates messages to be exchanged. 
The serialized Extracts are transformed in XML documents that are 

37 http://xmlbeans.apache.org/ 
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forwarded back to HIS ‘A’. Using our Message Generator, any healthcare 
system can request clinical information and demographic data through the 
openEHRRequest interface.   

Figure 6-37 shows the XMLBeans code (extractXML) generated 
according to the ‘person_details’ archetype instance: birthDate (1) is an 
attribute that was generated based on the RM; xs:date (2) is the type of this 
attribute; required value (3) is a mandatory attribute; the DemographicData 
Java beans class (4) corresponds to the person_details XML Schema; the 
XML instance (5), containing demographic information based on the Java 
beans instance, is generated in conformance with the XML Schema (6).  

 

Due to the available XML technology (e.g., DOM and XPath), the output 
handling and the code generation have been straightforward to implement. 
The generated code, which represents an openEHR Extract, contains data 
about patients. These data can be exchanged using RESTful Web services 
as representational state amongst the components of a distributed HIS. The 
separation between the Message Generator and the legacy system allows 
the latter to be agnostic with respect to openEHR. This allow these systems 
to access the Message Generator by referring to the provided interfaces, 
avoiding in this way the explicit use of healthcare standards and also 
modifications of these systems. 

 
 

Figure 6-37  Generated 
XML Code 





 

Chapter 7 
7. Multi-Agent System Design 

Software agents have been proposed to deal with many different kinds of 
problems in the healthcare domain [209-214]. They can maintain the 
autonomy of the collaborating participants, integrate disparate operating 
environments, enable human-computer interfaces to adapt to medical 
information and users requirements, and coordinate distributed data, such 
as patients records held in different departments within the healthcare 
providers. The cooperation and coordination abilities of two or more 
agents can be combined through the use of well-defined communication 
rules for building a Multi-Agent System to cope with complex tasks in 
healthcare environment [215]. In this work, we advocate the use of agent 
technologies to automate part of the healthcare professionals’ daily tasks 
giving support to the decision-making steps and to share clinical 
knowledge related to their patients. 

This chapter is organized as follows: Section 7.1 explains how agents 
communicate and dynamic relationship between agents in our 
architecture. Section 7.2 presents the ontology modeling process in our 
work. Section 7.3 gives an overview and presents the agent modeling 
process that is supported to guide the domain engineer tasks. Section 7.4 
presents the main agents implemented in this work. 

7.1 Agent Technology  

In the abstract communication model of FIPA, communication among 
agents occurs through the exchange of asynchronous messages that 
correspond to communicative acts, such as request, inform, agree and confirm 
[216]. In order for a pair of agents to understand each other, a basic 
requirement is that they speak the same language and talk about the same 
things. This is usually achieved by means of an ontology, namely an 
interaction ontology. In addition to being able to exchange messages, agents 
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need to share a vocabulary of predicates, functions and constants with an 
ontology [217]. A number of ontology languages have been developed. An 
ontology for a given domain is a set of schemas that define the structure of 
the predicates, agent actions and concepts (basically their names and their 
slots) that are pertinent to that domain [218, 219].  

7.1.1 Inter-agent Communication 

The use of the FIPA platform also provides a standard agent 
communication language (FIPA-ACL). An ACL Message consists of an 
outer message structure, providing information, such as the sender and the 
receiver of the message, and a message content, expressed in some 
language understandable to both the sending and receiving agents. The 
FIPA ACL specifications define a message structure, standard 
communicative acts and interaction protocols. In addition, the language 
used for all inter-agent communication is FIPA SL language. 

A FIPA ACL message contains a set of one or more message elements. 
Precisely which elements are needed for effective agent communication 
will vary according to the situation; the only element that is mandatory in 
all ACL messages is the performative, although it is expected that most ACL 
messages will also contain sender, receiver and content elements. The set of 
FIPA ACL message parameters is shown in Table 7-4: 

 
Element Description Category of 

Elements 
Performative Denotes the type of the communicative 

act of the ACL message 
Type of 
communicative 
acts 

Sender Denotes the identity of the sender of the 
message, i.e., the name of the agent of 
the communicative act. 

Participant in 
communication 

Receiver Denotes the identity of the intended 
recipients of the message. 

Reply-to This element indicates that subsequent 
messages in this conversation thread are 
to be directed to the agent named in the 
reply-to element, instead of to the agent 
named in the sender element. 

Content Denotes the content of the message; 
equivalently denotes the object of the 
action. 

Content of 
message 

Table 7-4  FIPA ACL 
Message Elements 
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Language Denotes the language in which the 
content element is expressed. 

Description of 
Content 

Encoding Denotes the specific encoding of the 
content language expression. 

Ontology Denotes the ontology(s) used to give a 
meaning to the symbols in the content 
expression. 

Protocol Denotes the interaction protocol that the 
sending agent is employing with this 
ACL message. 

Control of 
conversation 

Conversation-
ID 

Introduces an expression (a conversation 
identifier) which is used to identify the 
ongoing sequence of communicative acts 
that together form a conversation. 

Reply-With Introduces an expression that will be 
used by the responding agent to identify 
this message. 

In-Reply-To Denotes an expression that references an 
earlier action to which this message is a 
reply. 

Reply-By Denotes a time and/or date expression, 
which indicates the latest time by which 
the sending agent would like to have 
received a reply. 

The FIPA ACL specifies the following Performatives [220]: 
- ACCEPT-PROPOSAL - The action of accepting a previously submitted 

propose to perform an action; 
- AGREE - The action of agreeing to perform a requested action made by 

another agent. Agent will carry it out; 
- CANCEL - Agent wants to cancel a previous request; 
- CFP- Agent issues a call for proposals. It contains the actions to be 

carried out and any other terms of the agreement; 
- CONFIRM - The sender confirms to the receiver the truth of the 

content. The sender initially believed that the receiver was unsure 
about it; 

- DISCONFIRM - The sender confirms to the receiver the falsity of the 
content; 

- FAILURE - Tell the other agent that a previously requested action 
failed; 
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- INFORM - Tell another agent something. The sender must believe in 
the truth of the statement. Most used performative; 

- INFORM-IF - Used as content of request to ask another agent to tell us 
is a statement is true or false; 

- INFORM-REF - Like inform-if but asks for the value of the expression; 
- NOT-UNDERSTOOD - Sent when the agent did not understand the 

message; 
- PROPAGATE - Asks another agent so forward this same propagate 

message to others; 
- PROPOSE - Used as a response to a cfp. Agent proposes a deal; 
- PROXY - The sender wants the receiver to select target agents denoted 

by a given description and to send an embedded message to them; 
- QUERY-IF - The action of asking another agent whether or not a given 

proposition is true; 
- QUERY-REF - The action of asking another agent for the object 

referred to by an referential expression; 
- REFUSE - The action of refusing to perform a given action, and 

explaining the reason for the refusal; 
- REJECT-PROPOSAL - The action of rejecting a proposal to perform 

some action during a negotiation; 
- REQUEST - The sender requests the receiver to perform some action. 

Usually to request the receiver to perform another communicative 
act; 

- REQUEST-WHEN - The sender wants the receiver to perform some 
action when some given proposition becomes true; 

- REQUEST-WHENEVER - The sender wants the receiver to perform 
some action as soon as some proposition becomes true and thereafter 
each time the proposition becomes true again; and 

- SUBSCRIBE - The act of requesting a persistent intention to notify the 
sender of the value of a reference, and to notify again whenever the 
object identified by the reference changes. 

 
Each information exchange between agents is wrapped inside an ACL 

message before being sent to the receiver, who performs the response with 
the additional overhead of checking semantics to determine whether the 
received message content can be interpreted, that is whether it is 
meaningful [221]. This procedure is quite challenging in open applications, 
where not all agents’ messages are expected to carry content that is 
semantically correct and consistent. A meaningful content conforms to a 
set of predefined rules of an ontology. With a properly defined ontology, a 
programmer can leverage the power of automatic message content 
validation provided by a FIPA compliant agent framework, such as JADE 
and JADEX. They provide tools for generating code from ontology 
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documents, thus reducing the development effort, and enabling the 
binding of the message contents to concepts defined in an ontology at 
runtime [222]. 

When an agent A communicates with another agent B, a certain 
amount of information I is transferred from A to B in the form of an FIPA-
ACL message. Inside the ACL message, I is represented as a content 
expression consistent with a proper content language (e.g. FIPA-SL) and 
encoded in a proper format (e.g. a string of characters) [223]. Both A and 
B have their own (possibly different) ways of internally representing I. 
Taking into account that the way an agent internally represents a piece 
information must facilitate the handling of that piece of information, it is 
quite clear that the representation used in an FIPA-ACL content 
expression is not suitable for the inside of an agent [224]. For example, the 
information that ‘there is a person whose name is Giovanni and who is 33 years 
old’ in an ACL content expression could be represented as the string: 
(Person :name Giovanni :age 33), as shown in Figure 7-38  ACL Message as 
String of characters.  

 

Storing this information inside an agent simply as a string variable is not 
suitable to handle the query to get the age of Giovanni, which would 
require the string to be parsed at each query. Considering software agents 
written in Java (as in the case of JADE agents), information can 
conveniently be represented inside an agent as Java objects. For example, 
representing the above information about ‘Giovanni’ as an instance of a 
specific class Person initialized with name = ‘Giovanni’ and age = 33 would 
allow to handle it easily if the class is defined as a Java Bean as follows: 

public class Person { 
    private String name; 
    private int age;  
    public Person() {} 
    public String getName() {return name;} 
    public void setName(String name) {this.name = name;} 
    public int getAge() {return age;} 
    public void setAge(int age) {this.age = age;}   
} 

Figure 7-38  ACL 
Message as String of 
characters  
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However, if on the one hand information handling inside an agent is 

facilitated by this class definition, on the other hand each time agent A 
sends a piece of information I to agent B: 
- A needs to convert its internal representation of I to the 

corresponding ACL content expression representation, and B needs to 
perform the opposite conversion, and 

- B should also perform a number of semantic checks to verify that I is a 
meaningful piece of information, namely that it complies with the 
rules of the ontology by means of which both A and B ascribe a proper 
meaning to I. For instance, B should verify whether the age of 
Giovanni is actually an integer value. 

7.1.2 Agent Platform 

In JADE, the conversion and validation operations are performed by a 
dedicated content manager object, thus allowing developers to manipulate 
information within their agents as Java objects without efforts [225], as 
shown in Figure 7-39. The content manager object class provides all the 
necessary methods for content conversion, but in reality delegates all the 
work done to special ontology and content codec object instances [226]. 
While the codec performs syntactic translations with direct support for two 
content languages, the ontology validates all information from a semantic 
perspective, which requires all elements of a content expression to be 
known and classified. With this information, the ontology serves as a 
dictionary or vocabulary for inter-agent communication. 

 

While an ontology is typically specific to a given domain, content 
languages are domain independent. Therefore, unlike ontologies, which 
normally must be defined in an ad hoc way for the domain addressed by an 
agent application, a content language can be selected among those already 
available [227].  

Figure 7-39  Conversion 
Supported by JADE 
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7.1.3 Agent-based Semantic Language 

A Message content ontology allows agents to describe facts, beliefs, 
hypotheses and predications about a domain. Ontologies range in 
abstraction to general concepts to concepts that are restricted to some 
specific knowledge domain. Concepts at general levels are called upper 
ontology [217, 228], in which a general agreement exists:  
- There are objects in the world; 
- Objects have properties or attributes that can take values; 
- Objects can have various different relations with each other; 
- Properties and relations can change over time; 
- Events occur at different time instants; 
- Processes in which objects participate can be performed over time; 
- The world and its objects can be in different states;  
- Events can cause other events or states changes as effects; and 
- Objects can have parts. 

 
The different ways to represent the objects, relations, states, events, and 

processes does not say anything about which classes of these entities exist in 
some specific domain of interest. The FIPA-ACL specification dictates that 
all messages should have semantics that conforms to its performative (type of 
action taken). Figure 7-40 shows the content reference model, which 
discerns between predicates (status describing expressions holding a truth 
value) and terms (expressions describing entities from the world where they 
exist and are the subject of agent discussions) [229].   

 

In Figure 7-40, Predicates (or facts) are boolean expressions that say 
something about the status of the world, such as (Has (Person :name John) 

Figure 7-40  Content 
Reference Model 
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(BloodType :type A :factorRH +)) stating that ‘the person John has the blood type 
A Rh factor positive’. Predicates can be meaningfully used, for instance, as the 
sole content of an INFORM or QUERY-IF message, while would make no 
sense if used as the content of a REQUEST message. 

Terms (or entities) can be further categorized in six types, as shown in 
Figure 7-40: 
- Concept: entities with a complex structure that can be defined in terms 

of slots, such as (Person :name John :age 33). Concepts typically make no 
sense if used directly as the content of an ACL message. In general, 
they are referenced inside predicates and other concepts, such as 
(Physician :specialty Cardiologist :name (Person :name Peter)); 

- AgentAction: special concept that indicates an action that can be 
performed by some agent, such as (Implant-Pacemaker (Physician 
:specialty Cardiologist) (Person :name John)). It is useful to treat agent 
actions separately, since they are meaningful contents of certain types 
of ACL messages, such as a REQUEST; 

- Primitive: expressions that indicate atomic information types such as 
String and Integers; 

- Aggregate: groups of other entities, such as (sequence (Person :name John) 
(Person :name Peter)); 

- IRE (Identifying Reference Expressions): expressions using a predicate as 
the identification criterion, such as (all ?x (Has ?x (BloodType :type A 
factorRH +))), identifying ‘all the elements X for which the predicate 
‘(Has ?x (BloodType :type A factorRH +))’ is true, i.e., all the persons 
who have A positive blood type. These expressions are typically used 
in queries;  

- Variable: expressions that indicate a generic element not known 
beforehand and they are typically used in queries.  

7.1.4 Agent-based Modeling 

Traditional modeling approaches treat employees, projects, products, 
customers, and partners of a company either as averaged quantities or as 
passive entities or resources of a process. The process-centric approach 
focuses on the processes themselves, rather than on people, documents, 
contents or other components [230]. Process-centric approach can capture 
organizational dynamics, but they ignore that all those people, products 
and projects are different and have their own histories, intentions, desires, 
individual properties and complex relationships. Agent-based approaches 
address these limitations as they suggest that the modeler directly focus on 
individual objects in and around the organization, their individual 
behaviors and their interactions [231]. The agent-based model is actually a 
set of interacting active objects that reflect objects and relationships in the 
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real world and thus is a natural step to understand and manage the 
complexity of today’s business and social systems [232]. 

The specification of agent behaviors consists of two elements [233]: (1) 
a proper representation of agent actions, which are the elements at the basis 
of agent behavior, because they can cause modifications in their 
environment or in other agents that constitute the agent-based modeling; 
(2) the mechanisms that effectively select the actions to be carried out, 
according to the perceptions and internal state of the agent.  

Different approaches have been proposed in order to describe specific 
agent behaviors, and they are generally classified into deliberative and 
reactive [234]. Reactive agents perform their actions as a consequence of the 
perception of stimuli coming either from other agents or from the 
environment. Generally, the behavioral specification of this kind of agent is 
a set of condition-action rules, with the addition of a selection strategy for 
choosing an action to be carried out whenever more rules could be 
activated. Cognitive models, defined within the planning context, provide a 
symbolic and explicit representation of the world within agents, and their 
decisions are based on logic reasoning and symbol manipulation. In our 
architecture, we applied a hybrid approach for agent modeling, in which 
are combined reactive and cognitive agents.  

In this work, we followed the Knowledge Engineering approach [235] as a 
systematic process to design knowledge-based systems, which are 
structured according to our understanding of how human reasoning and 
logic works. Using the Structured Analysis and Design Technique (SADT) 
diagram notation, Figure 7-41 shows an overview of the agent modeling 
process, which consists of the following phases: Ontology Modeling (OM) and 
Agent Modeling (AM). In OM, the domain ontology models are defined 
based on semantic requirements needed for the message exchange between 
the agents, ensuring that the vocabulary is well understood by the agents. 
These models are used to support agent modeling, by generating the code 
that handles the message exchange between the agents in order to support 
their interoperability and cooperation. In AM, agents are developed by 
reusing the artifacts obtained during the OM phase.  
  



 118 CHAPTER 7 MULTI-AGENT SYSTEM DESIGN 

 

7.2 Ontology Modeling 

Figure 7-42 shows an overview of the ontology modeling process, which 
consists of the following activities: Ontology Specification (OS), Ontology 
Design (OD), and Ontology Implementation (OI). The role of the ontologies 
in the agent-based modeling process is to facilitate the construction of a 
domain model and the message exchange between the agents by providing 
a vocabulary of terms and relations of the domain. 

 

Ontology Specification 
In the OS activity, the domain ontology requirements are elicited, 
analyzed and represented in models that express the knowledge about the 

Figure 7-41  Agent-
based Modeling 

Figure 7-42  Ontology 
Modeling Overview 
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domain. The OS main actor is the Domain Engineer, who focuses on the 
functionality of the system during the requirements specification and early 
analysis phase. The Domain Engineer employs use case models to capture the 
functional requirements related to the domain ontology by focusing on 
usage situations. The Domain Engineer analyzes the domain requirements 
with the help of UML tool and guided by the FIPA-SL specifications in 
order to understand the goals, limitations, and requirements of the 
domain, and then describes the use cases by identifying a set of terms and 
their relations. The outputs of the OS activity are the use case diagrams, in 
which the Domain Engineer specifies new schemas in order to identify the 
types of concepts, agent actions and predicates that are pertinent to the 
addressed domain. Figure 7-43 shows an excerpt of the diagram that 
provides a high-level view of the use case in which the actor physician 
requests for resources in a healthcare environment. 

 

Ontology Design 
In the OD activity, the deliverables of the OS activity are used for defining 
the domain terminology, in which the Domain Engineer focuses on concepts, 
agent actions, predicates and their relationships in order to design the domain 
ontologies. The Domain Engineer uses the UML tools to define the classes 
and their relationships for all types of predicate, agent action and concept in 
the domain. We adopted the following conventions to define the domain 
terminology: ‘concepts’ are denoted with substantives, such as patient, 
physician, blood type and resource; ‘actions’ are denoted with verbal phrases, 
such as MakeAppointment, RequestResource, RequestForMeeting, BloodMatch and 
RequestMedicalReport; and ‘predicates’ are denoted with Boolean assertions 
that are evaluated as true or false, such as hasBloodType, hasICUBed and 
hasOperatingRoom. Figure 7-44 shows the ontology class diagram, which 
describes the structure of the concept BloodType, action BloodMatch and 
predicate HasBloodType. These are used in the content of messages 
exchanged by agents in this domain. We adorned the classes with 
stereotypes <<concept>>, <<action>> and <<predicate>> to indicate 
that they have additional semantic beyond a UML class.  

Figure 7-43  Ontology 
Specification Model – 
Request for Resources 
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Ontology Implementation 
In the OI activity, deliverables of the OD activity are used to create the 
Java code skeletons. The Domain Engineer uses the IDE and JADE/JADEX 
tools for implementing the classes and their relationships, which are the OI 
outputs. Figure 7-45 shows the Java code produced in this activity, such as 
the BloodType (concept), BloodMatch (action) and HasBloodType (predicate) 
classes, which are implemented according to the ontology class diagram for 
Requesting Blood Type designed in the OD activity. Since the ontology 
schemas are based on FIPA-SL, the models created using an ontology 
model can be considered as a refinement performed to define the messages 
to be exchanged between the agents. 

 

The main goal of the Ontology Modeling phase is to extract the knowledge 
necessary for instantiating a particular agent in the Agent Modeling phase 
from the generic models. This knowledge corresponds to the ontology 
schemas. We defined a set of ontologies that allow actors of the domain to 
communicate with each other in a language they understand.  

Figure 7-44  Class 
Diagram representing a 
simple Ontology for 
Requesting Blood Type 

Figure 7-45  Excerpt of 
Java Code for Ontology 
Requesting Blood Type 
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7.3 Agent Modeling 

Using the Structured Analysis and Design Technique (SADT) diagram 
notation, Figure 7-46 shows an overview of the agent-based modeling 
process, which consists of the following steps: Agent Analysis (AA), Agent 
Design (AD) and Agent Implementation (AI). In our research, we considered 
our multi-agents system as a set of interrelated agents that communicate 
with each other in order to fulfill the agents’ goals, using the ontologies 
implemented in the Ontology Modeling phase for ensuring semantic 
interoperability between agents.  

 

Agent Analysis 
In the AA activity, the Domain Engineer analyzes the legacy system in order 
to understand its goals, limitations and requirements, and then describes 
the activities and use cases of the system, by identifying the abstract 
models, which represent the agent types. The Domain Engineer can model 
these agents with UML tool. The outputs of the AA activity are the activity 
diagrams for the agents’ behavior specification. Figure 7-47 shows an 
excerpt of the activity diagram that emphasizes the sequence and 
conditions for coordinating agent behaviors for requesting resources. 
  

Figure 7-46  Agent 
Modeling Overview 
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Agent Design 
In the AD activity, the agent types and their roles are identified, especially 
the agent behavior. For example, an agent of type PhysicianAgent can play 
the roles of surgeon or anesthesiologist. The agent interactions are defined 
to determine how, what and when the various agents communicate. The 
agents are designed by reusing the ontologies implemented in the Ontology 
Modeling phase for ensuring semantic interoperability between agents. The 
AD outputs are the sequence diagrams that model the interactions between 
agents, and the class diagrams that represent the internal structure, 
behavior and relationship among the agent types.  

Figure 7-48 shows the sequence diagram for requesting resources that 
focuses on the negotiation between the agents. For instance, a message is 
annotated with the cfp (call for proposal) FIPA-performative to indicate 
that it should be multicast from an Initiator (ResourceAgent) to n Participants 
(IntensiveUnitAgent, SurgicalCenterAgent and BloodBankAgent). In this 
example, the BloodBankAgent participant sends a refusal message to this call 
for proposal, while SurgicalCenterAgent and IntensiveUnitAgent send 
proposals. The proposal can be accepted, which has been the case for 
IntensiveUnitAgent or rejected, which has been the case for 
SurgicalCenterAgent. 
  

Figure 7-47  Agent 
Activity Diagram - 
Request for Resources 
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Figure 7-49 shows the class diagram for the classes involved in requesting 
resources. PatientAgent is responsible for the continuous monitoring of the 
evolution of a patient, and can send and receive messages to and from a 
PhysicianAgent. PhysicianAgent is a mobile agent endowed with intentionality 
that helps the medical staff monitor the tasks performed during a workday, 
and obtain information about patients and the availability of resources 
without requiring the intervention of healthcare professionals. For 
example, information related to bedridden patients is obtained via 
ResourceAgent. ResourceAgent is a static agent that runs on a remote server 
and is responsible for mediating the access to resources related to 
HISAgent. ResourceCTR provides interfaces to PatientAgent and PhysicianAgent, 
which are the main agents that communicate with ResourceAgent for 
obtaining clinical information. PhysycianBehaviour and ResourceBehaviour 
represent the behaviors executed by the agents PhysicianAgent and 
ResourceAgent, respectively. These behaviors include checking of received 
ACL message performatives (i.e., inform, request and cfp), requesting for 
information (i.e., requestResource, requestForMeeting and RequestMedicalReport) 
and sending reply ACL messages to the requestor agents (i.e., 
prepareResponse and prepareResultNotification).  
  

Figure 7-48  Sequence 
Diagram for Requesting 
Resources 
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Agent Implementation 
In the AI activity, deliverables of the AD activity are used to identify and 
implement the software agents that are assigned to the actors, so that their 
tasks and behaviors are defined according to their roles in the domain. The 
Domain Engineer uses the IDE for implementing the software agents, which 
are the AI outputs. We applied JADE for the agents’ implementation, 
which facilitates the development of a multi-agent system and provides a 
standard implementation of the FIPA-ACL communication language. The 
agent and behavior classes that were refined and designed on AD activity 
are implemented, and the agents communicate through JADE. Figure 7-50 
shows the ResourceAgent behavior implemented in Java according to the 
Requesting Resource sequence diagram obtained in the AD activity, using the 
ontology for Requesting Blood Type obtained in the OM phase. The 
BloodType concept (Line 63-66) and HasBloodType predicate (Line 67-69) 
are instantiated, and the request ACLMessage (Line 71-77) is instantiated to 
query the BloodBankAgent for the availability of blood of the requested 
blood type (Line 80-81). 
  

Figure 7-49  Class 
Diagram – Agents and 
Behaviors 
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7.4 Agent Package 

In our architecture presented on Chapter 4, the agent package contains 
static and mobile agents, each one endowed with specialized capabilities 
and goals for helping the healthcare professionals check the availability of 
resources, and obtain information and detect abnormalities on their 
patients [236].  

7.4.1 Main Components 

The static agents provide resources to the mobile agents, allowing them to 
move in the architectural environment in order to achieve their goals and 
to communicate with other agents through an asynchronous 
communication channel. Figure 7-51 depicts part of the component 
diagram of the agent package, showing their dependencies. In Figure 7-51 
the agents endowed with intentionality are decorated with the cognitive 
stereotype, while the agents that only display reactive behavior are 
decorated with the reactive stereotype. The agents were modeled using 
our Agent Modeling approach centered on the intentional characteristics of 
agents.  

Figure 7-50  
ResourceAgent Behavior 
– Request for Resources 
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HISAgent is a static agent, which has the ability of analyzing several EHRs 
and retrieving information from them, which have been requested by a 
ResourceAgent. The main task of HISAgent is to ensure the interoperability 
between various healthcare information systems through the message 
exchange between agents. These messages contain an EHR extract, which 
is defined based on the constraints imposed by the archetype. This EHR 
extract is structured according to the openEHR RM. Figure 7-51 shows the 
IHIS interface, which is provided by HISAgent and required by 
LaboratoryAgent, HemodynamicAgent and PacemakerAgent. These components 
define models for information retrieval from an EHR. 

ResourceAgent is a static agent that runs on a remote server and is 
responsible for mediating the access to resources related to HISAgent. 
ResourceAgent provides the interface IReason to PatientAgent and 
PhysicianAgent, which are the main agents that communicate with 
ResourceAgent for obtaining information related to the EHR. 

PhysicianAgent is a mobile agent endowed with intentionality that 
helps the medical staff monitor the tasks performed during a workday, and 
obtain information about patients and the availability of resources without 
requiring the intervention of healthcare professionals. For example, 
information related to bedridden patients is obtained via ResourceAgent. Any 
medical staff member can use her mobile device to trigger the 
PhysicianAgent, which is responsible for achieving the goal established in 
accordance with the plans, allowing the medical staff to deal with any 
emergency. A PhysicianAgent can be dispatched by the network from its 
origin container to another container, and when it migrates it keeps its 
intentionality according to its beliefs for achieving its goals. After achieving 
its goals, the PhysicianAgent returns to its origin bringing a message that can 
be a string value, or a serialized Java object containing an EHR extract 

Figure 7-51  
Components of agent 
Package 
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related to an openEHR archetype, or an Ontology object containing the 
description of the concepts used by the agents (e.g., in FIPA-SL). 

PatientAgent is a static intelligent agent, since it has beliefs, desires and 
intentions and is capable of applying plans to pursue its intentions in the 
environment where it resides. A PatientAgent is responsible for the 
continuous monitoring of the evolution of a patient, and can send and 
receive messages to and from a PhysicianAgent. 

7.4.2 Ontology Example 

Bluetooth Access Points (BAPs) were employed in the hospital and clinics in 
order to handle the location of people and devices. DeviceAgent and 
LocatorAgent are responsible for determining the patients’ and healthcare 
professionals’ locations. Based on the information provided by these 
agents, a PhysicianAgent can move through the platform in pursuit of its 
goals. 

Figure 7-52 shows an ontology example used for device location that 
enables DeviceAgent and LocatorAgent to identify the owner of a given 
device. Several types of ontology schemes can be defined by applying our 
Ontology Modeling approach using the stereotypes concept, predicate and 
action. For example, Device and Person are concepts, the predicate Owns 
indicates that a device has a given owner, and the action Locate indicates 
that an agent must locate the owner of a device. Predicates and actions are 
exchanged in the messages instead of concepts. Concepts are assumed to 
correspond to unary predicates, i.e., they consist of simple sets of 
elements. 

 

Agents need to communicate in order to achieve their goals effectively. 
Communication extends the agents’ perception, by allowing them to 
benefit from the information and expertise of other agents. DeviceAgent and 

Figure 7-52  Example of 
the Ontology for Device 
Location 
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LocatorAgent communicate by exchanging messages written in a language 
that supports the semantics of the message content within the specified 
domain. Therefore, these agents are able to understand the messages they 
exchange because they share the necessary domain knowledge (ontology) 
and the language they use has a well-defined semantics, in accordance with 
this knowledge. 

Figure 7-53 shows two FIPA-ACL messages indicated by the 
performative REQUEST and INFORM. In REQUEST message, the locator 
agent has sent a request message to the device agent. The message is written 
in FIPA-SL (Semantic Language) and its content is related to 
OntologySMSCCS. The message indicates that the MAC address 
F8:DB:7F:81:4B:5C of a device was located by the access point. In 
INFORM message, the device agent has sent an informative message to the 
locator agent. The message indicates that the owner of the device with 
MAC address F8:DB:7F:81:4B:5C is the person called ‘moraes’. 

 

Each agent implemented in our architecture has specialized capabilities and 
goals in order to perform tasks for the benefit of pervasive healthcare. The 
agents allow the healthcare professionals to detect abnormalities in their 
patients, to check the availability of resources within the healthcare 
environment, and to obtain information about patients. This allows 
healthcare professionals and patients to use any device, anywhere and at 
anytime. 

 

Figure 7-53  ACL 
Messages Example 



 

Chapter 8 
8. Case Studies and Evaluation 

This chapter describes the validation field of our reusable architecture and 
message generator and its architectural components discussed throughout 
Chapters 4 to 7, by means of case studies where the architecture has been 
instantiated and tested.  

This chapter is further structured as follow: Section 8.1 presents the 
participants of the usage scenarios. Section 8.2 gives an overview of the 
usage scenarios: Deliver of Laboratory Analysis Results, Pacemaker Evaluation, 
and Medical Staff Meeting for Cardiac Surgery. Section 8.3 discusses the 
results of the case studies, evaluating the applications developed for these 
case studies based on our reusable architecture. 

8.1 Settings and Participants 

We have conducted a case study at three cardiology clinics, one analysis 
laboratory, and the cardiology sector of the Santa Casa hospital, all of them 
located in the city of Marília (São Paulo, Brazil), where we defined the 
following usage scenarios with the help of ICT and healthcare professionals 
for capturing the requirements and applying our results: Delivery of 
Laboratory Result, Pacemaker Evaluation, and Medical Staff Meeting. These 
three scenarios are distinct in some aspects, such as end-users, deployment 
settings and goals. These scenarios have some similarities as they require 
the exchange clinical information in a distributed healthcare environment 
within the Cardiology Healthcare Network. 

We started by applying observation methods [237], such as direct 
observation and work methods analysis, in order to determine the 
interactions, the participants and their roles on these interactions, to 
understand how healthcare professionals communicate with each other, 
and to compute the time they normally spent on the activities of these 
scenarios. Based on these observations, we instantiated the components of 
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our reusable architecture, in order to design three communication systems 
for the defined usage scenarios. The acceptance of these integrated 
technologies in these communication systems was evaluated by two groups 
of participants, involving a limited but relevant set of people: healthcare 
professionals (physicians, medical students and nurses) and patients. The 
users have used the applications in their daily activities from 1st January to 
30th July 2012, and after that they were asked to fill in a structured 
questionnaire. We decided to group all healthcare professionals together 
because they work as a team in these scenarios. We assigned fictitious 
names to them in this thesis to make sure the participants remain 
anonymous. Table 8-5 depicts the number of participants for each scenario 
during the evaluation period. 

 
Participants 

Scenarios 
Physicians Medical 

Students 
Nurses Patients Total 

Scenario 1:  
Delivery of 
Laboratory 

Result 

3 cardiology 
2 laboratory 

4 cardiology 
3 laboratory 

3 cardiology 
3 laboratory 

235 253 

Scenario 2:  
Pacemaker 
Evaluation 

3 cardiology 2 cardiology 2 cardiology 95 102 

Scenario 3:  
Medical Staff 

Meeting 

6 cardiology 
3 hemodynamic 

13 clinical 
4 intensivist 

8 cardiology 
3 hemodynamic 

5 clinical 
2 intensivist 

5 cardiology 
2 blood bank 
4 intensivist 
2 surgical 

center 

122 179 

Total of 
participants 34 27 21 452 534 

To cope with ethical issues, this research was submitted to and approved 
by the Medical Research Ethics Committee of the Federal University of 
São Paulo (UNIFESP). Before agreeing to voluntarily participate in the 
study, all participants received written and oral information about the 
study. Anonymity and confidentiality were guaranteed to all participants. 

8.2 Usage Scenarios 

The usage scenarios we have considered in our case study are in the 
Cardiology Domain due to its relevance and its suitability to the objectives 
of our message exchange support in pervasive healthcare environments. In 

Table 8-5  Scenarios 
participants 



USAGE SCENARIOS 131 

our scenarios, we reused the hardware and software platforms then 
available in the Cardiology Healthcare Network in the city of Marília (São 
Paulo, Brazil). 

8.2.1 Delivery of Laboratory Analysis Results 

Scenario Description 
Life Institute (LI) is a clinical analysis laboratory in the Marília area that has 
a unit in the Santa Casa hospital. LI receives and processes daily several 
requests for clinical analysis, which are stored with their results in the LI 
Laboratory Information System (LIS-LI) database. Results of requests from 
Santa Casa should be directly sent to the medical staff of this hospital. 

Stakeholders 
In this scenario, Dr. Ray, responsible for this LI unit, has finished the 
analysis requested by Dr. Call, a cardiac surgeon from the Cardiology 
Center of Marília (CCCM) that is located in Santa Casa, for his patient Mr. 
Silva. 

Solution 
Figure 8-54 shows the class diagram with the architecture components for 
this scenario, where PhysicianAgent, LaboratoryAgent, PatientAgent, and 
HISAgent represent Dr. Call, Dr. Ray, Mr. Silva and LIS-LI respectively. 

The following main interactions between the agents occur in this 
scenario: (1) once the analysis result is available, PatientAgent receives a 
notification about this result in his mobile device; (2) HISAgent retrieves 
the information from the LIS-LI, and delivers it to LaboratoryAgent, which 
in turn sends a message containing this result to ResourceAgent; (3) using 
contextual information, LaboratoryCTR modifies this message, by adapting 
its content to the capabilities of the requesting device, and by serializing 
the openEHR Extract containing this result; and (4) this modified message, 
which is represented in ACL, is enveloped by ResourceAgent and delivered 
to the PhysicianAgent, who finally receives the analysis result in his mobile 
device. 
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8.2.2 Pacemaker Evaluation 

Scenario Description 
A pacemaker is a medical device to regulate the heartbeat, and people 
carrying pacemakers should be checked at regular intervals. The 
Cardiology Clinic of Marília (CRTB) provides on-going follow-up care for 
patients with pacemakers, and has a HIS (CRTBSys) to keep track of the 
care provided to its patients. Pacemaker evaluation is often scheduled via 
the phone. During the evaluation, the physician usually spends a lot of time 
searching for clinical information on legacy systems related to a patient’s 
pacemaker implantation. 

Stakeholders 
In this scenario, Dr. Call has implanted a pacemaker on patient Mr. 
Martins, who must have a pacemaker evaluation. 

Solution 
Figure 8-55 (a) shows the class diagram with the architecture components 
for this scenario, where PhysicianAgent, PatientAgent, and HISAgent represent 
Dr. Call, Mr. Martins, and CRTBSys respectively. Figure 8-55 (b) shows 
the user interface of Dr. Call’s device with information related to Mr 
Martins’s pacemaker implantation. 

The following main interactions between the agents occur in this 
scenario: (1) PatientAgent receives a notification in his mobile device setting 
the evaluation appointment; (2) once information about Mr. Martins’s 

Figure 8-54  Delivery of 
Laboratory Results 
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pacemaker implantation is required, HISAgent retrieves it from the 
CRTBSys, and delivers it to PacemakerAgent, which in turn sends a message 
containing this information to ResourceAgent; (3) using contextual 
information, PacemakerCTR modifies this message by adapting its content to 
the capabilities of the requesting device, and by serializing the openEHR 
Extract containing this information; and (4) this modified message, which 
is represented in ACL, is enveloped by ResourceAgent and delivered to the 
PhysicianAgent that finally receives the information about Mr. Martins’s 
pacemaker implantation in his device. 

 
(a) Class Diagram           (b) User Interface 

8.2.3 Medical Staff Meeting for Cardiac Surgery 

Scenario Description 
Cardiac surgery is one of the best examples of teamwork in healthcare, and 
is performed by highly trained staff: a cardiovascular surgeon, who leads 
the team; an assistant surgeon, who follows the instructions of the 
cardiovascular surgeon; a cardiovascular anesthesiologist, who administers 
the drugs to keep patients asleep during surgery; a perfusionist, who 
operates the cardiopulmonary bypass machine, and cardiovascular nurses, 
who are specially trained to assist during cardiac surgery. Before going to a 
cardiac surgery of a certain patient, the team must have a meeting in order 
to prepare this surgery. 

Figure 8-55  Pacemaker 
Evaluation 
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Stakeholders 
Dr. Call is a cardiac surgeon and Dr. Day is an assisting surgeon, both from 
CCCM; Dr. John is an anesthesiologist from Santa Casa; Dr. Marden and 
Dr. Peter are physicians from the Hemodynamic Department of Marília; 
Mrs. Aline is a perfusionist; and Mrs. Elienne is a nurse. This Heart Team 
is planning to perform a cardiac surgery on patient Mr. Silva. 

Solution 
Figure 8-56 shows the class diagram with the architecture components for 
this scenario, where Caregiver encompasses all stakeholders involved in 
the cardiac surgery. 

 

Figure 8-57 shows the following main interactions between the agents that 
are deployed in this scenario: (1) PhysicianAgent requests the resources for 
the surgery to the ResourceAgentCCCM; (2) ResourceAgentCCCM requests the 
correct blood type to the BloodBankAgent, a bed to the IntensiveUnitAgent, 
and a room to the SurgicalCenterAgent; (3) ResourceAgentCCCM checks 
constantly the availability of the requested resources; (4) once these 
resources are available, ResourceAgentCCCM notifies each staff member to 
set a date for the meeting, by sending a message to their mobile devices; 
(5) in the context-aware meeting room, the Heart Team members are 
located by DeviceAgent and LocatorAgent, and as soon as the surgeon registers 
the patient's name, the ResourceAgentCCCM requests information related to 
the patient’s EHR to the ResourceAgentWS; (6) ResourceAgentWS receives the 

Figure 8-56  Staff 
Meeting for Cardiac 
Surgery 
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messages that contain the requested information from various healthcare 
providers, and ResourceCTR modifies each one of these messages by 
serializing the openEHR Extract; and (7) these modified messages, which 
are represented in ACL, are enveloped by ResourceAgentWS and delivered 
to ResourceAgentCCCM, and the information related to the patient’s EHR is 
finally displayed on a screen for the Heart Team. 

 

The message generator supports the data transfer among EHR systems and 
healthcare stakeholders, allowing interoperable healthcare environments to 
be built. Although the message generator has been used in all three 
scenarios, this last scenario is the most appropriate to show its usefulness, 
since the information related to the patient’s EHR is distributed among 
several healthcare providers: Cardiology Institute of Marília (ICM), Heart 
Center Institute (HCI), Radiology Information System (RIS), and Life 
Institute (LI). 
  

Figure 8-57  Agents 
Interactions for the Staff 
Meeting 
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The message generator provides services via its openEHRRequest, 
openEHRExtract and Retrieve interfaces. Figure 8-58 shows Dr. Call 
requesting the information related to the patient’s EHR in order to plan 
the pacemaker implantation (1). The message generator processes the 
Request containing the required contents, such as ECG data (from ICM), 
Echocardiogram data (from HCI), Coronary data (from RIS), and Clinical 
Analysis data (from LIS). This clinical information is queried and retrieved 
(2a-d), and the message generator serializes four openEHR Extracts, which 
are transformed into XML documents and forwarded to the requester (3). 

8.3 Evaluation 

Below we describe the proof-of-concept we built to evaluate our message 
exchange support. After that, we applied Technology Acceptance Model 
(TAM) to interpret the data we obtained in this evaluation. 

8.3.1 Description 

In [4], a Technical Proof-of-Concept (PoC) has been proposed for new 
ubiquitous computing technology and this PoC has been applied to 
evaluate subsequently the implementation of a ubiquitous applications in a 

Figure 8-58  Message 
Exchange Facilities 
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limited setup. In a pervasive healthcare environment, this approach seems 
to lack some rigor when investigating whether some technology addresses 
health-related challenges. In the healthcare domain, this kind of evaluation 
is usually not enough for new healthcare information technologies, and a 
methodology named Clinical Proof-of-Concept [77] was proposed for 
striking the balance between a Technical Laboratory PoC and full-scale 
Clinical Trials.  

In a Clinical PoC, the healthcare information technology should be a 
working prototype that is usable (but not necessarily user-friendly) by 
stakeholders, works on its own, and addresses specific research questions 
[25]. This technology should be deployed in a real clinical setting using 
daily scenarios, should be used by real users for a short-term, but for a 
sufficient period of time [76]. A Clinical PoC has revealed that the 
methods used for evaluating the healthcare information technology are 
appropriated for judging the perceived usefulness of a given technology 
[13]. Furthermore, a Clinical PoC may expose implementation issues that 
would otherwise have not been observed under laboratory conditions. 
Figure 8-59 shows the sequence of the Clinical PoC method.  

 

The evaluation of the reusable architecture we developed involved a 
limited but representative set of healthcare professionals and patients, as 
shown in Table 8-5. First, we applied a Technical Laboratory PoC during 3 
months in the proposed scenarios to enable the use of these systems in the 
daily activities of these people. During these 3 months of a longer 
deployment period we carried out a series of interviews and laboratory 
studies of these scenarios. Our goals were to study issues of medical 
treatments, division of work and tasks, communication between healthcare 
professionals and patients, patient’s self-understanding and the technology 

Figure 8-59  Sequence 
of Proof-of-Concept 
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used by legacy systems in healthcare environments. This study conducted 
in the laboratory gave evidence about the improvements necessary to 
achieve suitable message exchange between healthcare professionals.  

After this period, we applied a Clinical PoC during 7 months to collect 
evidences about the findings expected in these scenarios. During this 
period, everything was done exactly as in real medical procedures for each 
scenario. In the Clinical PoC, our goals were to provide objective 
measurements on the usefulness and ease of use of our communication 
systems and, at the same time, to investigate the end-users reaction 
concerning the intention to use the applications we developed.  

For instance, in the scenario Delivery of Laboratory Analysis Results we 
tested the communication system for delivering the laboratory analysis 
results and evaluated if end-users were able to properly exchange analysis 
results over time. In this scenario, the Clinical PoC involved a technical 
prototype, which was executed with limited interference from the 
researchers.  

The development of the scenarios included six domain engineers, 
which is not statistically significant for clinical evidence, but sufficient for 
establishing the viability of the technical setup and its use in realistic 
scenarios. By actually deploying the integrated technologies in the 
Cardiology Healthcare Network and asking the stakeholders to use the 
applications during real-world in healthcare environment, a huge amount 
of issues surfaced, which have not been found otherwise, such as that the 
end-user interface had to be improved due to the distance from the table to 
the screen during the meeting for a cardiac surgery. 

However, this Clinical PoC setup is not sufficient to provide clinical 
evidence for improved patient safety inside the healthcare environment 
during the medical procedures. In our research, we did not intent to 
investigate if our communication systems would improve patient safety. 
This would require a randomized clinical trial over a longer period of time 
involving a control group, which in its turn would require a full working 
system ready for large-scale and long-time deployment. Providing such 
clinical evidence is, however, not the purpose of a Clinical Proof-of-
Concept, which has been designed to investigate the feasibility of the 
proposed solution for further development. 

In our research, the core benefit of running the Clinical PoC was the 
different problematic issues regarding the designed prototypes, which 
must be addressed before making a larger clinical trial. These issues 
concerned how to combine different technologies, acceptance 
measurement and team-based aspects that need to be addressed in 
combination. Most importantly though, these complex and interrelated 
issues in the Pervasive Healthcare environments would probably never 
have been found without running a Clinical PoC. 
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For this purpose, we employed the Technology Acceptance Model 
(TAM) [238] to interpret the data, since it is generally considered as an 
appropriate model to predict technology acceptance [239]. 

8.3.2 Research Model and Hypotheses 

Directly measure IT contribution has been a challenge for most researchers 
due to its intangible benefits. IT measures have been developed, such as 
technology acceptance, which directly relates to IT usage. In our research, 
we applied the TAM model to fully understand the determinants of IT 
acceptance, to be able to plan effective IT implementation strategies and 
promote IT usage in healthcare environment. Many previous studies have 
adopted and expanded the TAM model, which showed empirical evidence 
of having high validity.  

TAM theorizes that an individual intention to adopt a technology is 
determined by two beliefs, Perceived Usefulness and Perceived Ease of Use. 
Perceived Usefulness is defined as the degree to which an individual believes 
that using a particular technology would enhance his productivity, while 
Perceived Ease of Use is defined as the degree an individual believes that using 
a particular system would be free of effort [26]. Between these two, 
Perceived Ease of Use has a direct effect on both Perceived Usefulness and 
technology usage [240]. Therefore, TAM assumes that the Perceived 
Usefulness (PU) and Perceived Ease of Use (PEU) can predict the use and 
Intentions to Use (IU) of a particular technology. PU and PEU are significant 
factors that affect IT acceptance, and previous research has empirically 
found positive relationships between PEU and PU as critical factors for the 
use of IT in healthcare environments [241-245]. A technology perceived to 
be useful and perceived to be easy to use is more likely to be accepted by 
its users [246-248]. 

Subsequent research [249] refined TAM, suggesting that PU and PEU 
could be affected by external variables, such as, computer self-efficacy, 
which is an important external variable, and a positive relationship exists 
between higher computer self-efficacy on the one hand, and PU and PEU 
on the other hand. In our research, we have used the TAM model [26] 
minus the external variables. We adopted this research model because of 
the increasing interest of healthcare professionals to apply health 
information technology to have proper access to clinical information in 
healthcare environment. The research model adopted in our work is 
shown in Figure 8-60. Based upon these arguments, we have the following 
hypotheses: 
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Hypothesis 1: Perceived Usefulness positively affects the Intention to 
Use of the interoperable communication system. 
 
Hypothesis 2: Perceived Ease of Use positively affects the Intention to 
Use of the interoperable communication system. 
 
Hypothesis 3: Perceived Ease of Use positively affects the Perceived 
Usefulness of the interoperable communication system. 
 

 

8.3.3 Method 

The data for this study were obtained according to the settings and 
participants described in Section 8.1. We undertook an intensive study of 
the relevant literature to identity existing measures for the related 
variables of TAM. When developing our research model, we designed a 
questionnaire according to the variables defined in the TAM model. The 
questionnaire was tested in a pilot with five healthcare professionals 
involved in our project in order to guarantee the validity of the 
questionnaire, and we conducted face-to-face discussions with these 
professionals after they completed the questionnaire. Based on their 
feedback, we refined the survey questions. The questionnaire contains 
items that measured three variables of our interest, namely Perceived 
Usefulness, Perceived Ease of Use and Intention to Use. Table 8-6 shows the 
structured questionnaire based on TAM that was sent to the healthcare 
professionals involved in the scenarios, and that was distributed to patients 
after medical procedures (see Appendix B for the complete questionnaire). 
Concerning familiarity with the operations of the legacy system, 
respondents had previous experience with the usage of this system.  

Likert Scale [250] was used in our work as it is the most commonly 
used measure in scale design. Three-point and seven-point Likert scales 
have had a large popularity in community research. However, we applied a 
five-point Likert Scale, because a three-point Likert Scale reduces people’s 
strongest and mildest opinion, while a five-point Likert Scale can express it 

Figure 8-60  Research 
Model based on TAM 
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ideally, and a seven-point Likert Scale causes confusion for people with 
poor distinguishing ability. Therefore, in our work we adopted a five-point 
Likert Scale with the responses rated as follows: 1 as strongly disagree, 2 as 
disagree, 3 as somewhat agree, 4 as agree, and 5 as strongly agree. To 
collect the data, respondents were asked to indicate their opinion with 
respect to several statements based on this five-point Likert scale. To 
control for bias, the questionnaires randomly intermixed items across 
constructs (PU, PEU, IU), and we conducted a group pre-test to ensure 
that the scales were appropriate. About 80% and 73% of the distributed 
questionnaires were duly completed by the healthcare professionals and 
patients, respectively. 
 

Structured Questionnaire 

Perceived 
Ease of 

Use 
 

PEU1 My interaction with the system is clear and 
understandable. 

PEU2 Interacting with the system does not require a lot of my 
mental effort. 

PEU3 I find the system is easy to use. 
PEU4 I find easy to get from the system what I want it to do. 

Perceived 
Usefulness 

 

PU1 Using the system improves my performance in my job. 
PU2 Using the system increases my productivity in my job. 
PU3 Using the system enhances my effectiveness in my job. 
PU4 I find the system useful in my job. 
PU5 Using the system my tasks are facilitated. 

Intention 
to Use 

IU1 Assuming I have access to the system, I intend to use it. 

IU2 Given that I have access to the system, I predict I will 
use the system. 

IU3 Using the system in my job is a good idea. 

8.3.4 Results 

Our analysis was divided in two parts: (1) the validity and reliability of the 
questionnaire were tested by Cronbach’s Alpha [251]; and (2) to examine 
the research model and the hypotheses, the data were analyzed using 
Structural Equation Modeling (SEM) [252], which is a statistical method to 
analyze relationships among variables in a research model. Table 8-7 shows 
the validity tests for all scenarios, in which the internal consistency of the 
TAM constructs were conducted using reliability. The constructs have 
Cronbach’s Alpha values close to the limit of 0.700 [251], which is 
considered acceptable. After that, the measurement of IT usage generated 
the covariance matrix; there was no evidence that the measurement model 
is incorrect. Table 8-7 demonstrates an average value of every construct 

Table 8-6  Questionnaire 
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variable (Appendix B). Based on this analysis of the data we concluded that 
healthcare information system users have responded positively in the 
perceived usefulness, perceived ease of use and intention to use, which 
indicate that the research model applied in our work was appropriated. 

 
Participants Construct Items Mean Cronbach’s Alpha 

Healthcare 
professionals 

PEU 4 3.01 to 4.05 0.803 to 0.815 
PU 5 3.12 to 4.70 0.851 to 0.860 
IU 3 3.18 to 4.49 0.799 to 0.854 

Patients 
PEU 4 3.10 to 4.33 0.850 to 0.895 
PU 5 3.53 to 4.66 0.862 to 0.923 
IU 3 3.04 to 4.16 0.764 to 0.865 

 
In order to test these hypotheses, we have chosen Statistical Regression 
Analysis [252, 253] over the collected data from the users in each scenario, 
and the results are summarized in Table 8-8. For example, we tested the 
hypothesis in the scenario Delivery of Laboratory Analysis Results, where the 
participants are healthcare professionals. Regarding the associations 
between perceived usefulness and intention to use (H1), the standard 
coefficient of perceived usefulness and intention to use is 0.389, which 
confirms H1. Meanwhile, we also concluded that perceived usefulness 
positively influences the users’ intention to use of the application built with 
our architecture. In addition, the standard coefficient of perceived ease of 
use and intention to use (H2) is 0.542, thus, H2 is supported, reflecting 
that perceived ease of use positively affects the users’ intention to use the 
application built with our architecture. Concerning the relations between 
perceived ease of use and perceived usefulness (H3), the standard 
coefficient of perceived ease of use and perceived usefulness is 0.399, thus, 
H3 is proved, showing that perceived ease of use has a positive impact on 
the users’ perceived usefulness of the application built with our 
architecture. According to the relationship between the variables, the 
perceived ease of use affects users’ intention to use both directly and 
indirectly, through H3 and H2, with values at 0.155 and 0.399 (by 
multiplying 0.389 * 0.399, plus the path coefficient 0.399), hence, the 
overall influences is 0.554. Our analysis shows that perceived ease of use 
has the largest impact on users’ intention to use indirectly, when perceived 
usefulness is influenced by perceived ease of use, with an overall influence 
of 0.554.   

Table 8-7  Statistics and 
Reliability of Constructs 
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Scenarios 

Hypotheses H1 H2 H3 

Participants Path 
Coefficient 

Path 
Coefficient 

Path 
Coefficient 

Scenario 1 
Healthcare 

professionals 0.389 0.452 0.399 

Patients 0.280 0.372 0.433 

Scenario 2 
Healthcare 

professionals 0.383 0.322 0.397 

Patients 0.335 0.432 0.403 

Scenario 3 
Healthcare 

professionals 0.495 0.357 0.361 

Patients 0.293 0.498 0.341 
 
According to the methodological review in prior research [254], our 
research is in line with the previous results. In short, end users’ intention 
to use a system would be influenced positively and directly by their 
perceived usefulness and perceived ease of use, which in turn displays the 
importance of perceived ease of use of a given technology. According to 
our experience in developing healthcare information systems and 
introducing these systems in a healthcare environment, it is necessary to 
motivate users to use the system by making the operation and interface of 
the system simple and easy to learn.  

Therefore, we could conclude that all hypotheses were confirmed in all 
scenarios and at all measurement points. Based on this evaluation, we 
concluded that the healthcare professionals found that applications built 
with our architecture were extremely useful for their daily tasks and were 
easy to use. Most patients have identified some usability benefits, such as 
the efficient method for exchanging messages. 

Our applications built with our reusable architecture were designed to 
work in a large social and organizational context in a healthcare 
environment. A Clinical PoC showed suitability for initial investigation of 
the impact arising from this complex context. Especially in the meeting for 
a cardiac surgery, we found a significant change in the division of work and 
interactions between the healthcare professionals from various specialties 
and the patients.  

However, our data analysis has some limitations: the questionnaire 
model is not completely free of subjectivity, since each respondent can 
react to it in a particular way; all healthcare professionals were grouped 
together and the results were generalized, despite their different 
specialties; Perceived Usefulness and Perceived Ease of Use were the most 
important factors to explain people’s intention of using a given technology, 

Table 8-8  Statistic 
Regression Analysis 
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however, other factors may affect this decision, such as the prior 
experience and their job relevance [238, 249, 255]. 

 
 



 

 

Chapter 9 
9. Related Work 

Many initiatives that apply ubiquitous computing technologies, healthcare 
standards, Software-Oriented Architecture and software agent 
technologies in healthcare domain have been proposed by the academic 
community, which demonstrates the relevance of our research. This 
chapter discusses some initiatives that are related to our methodological 
and technological support to develop interoperable applications to 
exchange context-aware messages in pervasive healthcare environments. 
This chapter also compares these initiatives with our work. 

This chapter gives an overview of the related work and is further 
structured as follow: Section 9.1 presents some of the relevant approaches 
that applied ubiquitous technologies to healthcare. Section 9.2 discusses 
some of the related work that applied healthcare standards to allow the 
interoperability between heterogeneous healthcare information systems. 
Section 9.3 presents some work where Software-Oriented Architecture 
has been applied in healthcare domain. Section 9.4 presents some relevant 
work related to software agent technologies applied in healthcare 
environment. Section 9.5 presents a comparative analysis among this 
related work, and briefly discusses most relevant similarities and 
differences to our work. 

9.1 Ubiquitous Computing Technologies 

The three major research projects in which ubiquitous computing 
technologies are applied in healthcare environment are: Activity-based 
Computing at the IT University of Copenhagen, MobileWard at Aalborg 
University, Denmark and Context-aware Communication System at General 
Hospital in Ensenada, Mexico. 
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9.1.1 Pervasive Computing Support for Hospitals 

Bardram et al. [256] applied Activity-based Computing (ABC) in order to 
organize how devices, services, and data are handled in terms of 
computational activities that facilitate recreating, sharing, and switching 
computational context on demand at whatever device is at hand. The ABC 
project [257] followed an iterative design process, addressing five medical 
themes that reflect major working areas in large hospitals: medicine 
administration by nurses, medicine prescription by physicians, 
collaboration between clinicians, medical conferences, and surgery. The 
ABC project developed a coherent conceptual framework for a pervasive 
computing platform, which supports a wide range of pervasive computing 
aspects, ranging from mobility to collaboration to context-aware 
computing.  

The main goal of the ABC project is to provide a programming 
platform for the development and deployment of computer applications 
that can be used in the activity-based computing concept. Using these 
applications, end-users can simply carry on with the various work activities 
that they are engaged in, and seamlessly transfer information on these 
activities from one computer to another. In healthcare environment, the 
public displays are embedded in floors, walls, medicine cabinets, beds, and 
so on, as shown in Figure 9-61. 

 

9.1.2 Exploring context-awareness for ubiquitous computing in 
the healthcare domain 

Kjeldskov et al. [258] developed and evaluated an ubiquitous Electronic 
Patient Record (EPR) system in Frederikshavn (Denmark) hospital. This 
system, named MobileWard, addresses identified challenges of mobility, 
complexity and relation to work activities by utilizing context-awareness 
as a key means for supporting the nurses’ interaction with EPR system. 
The aim of this system is to provide the nurse with information that helps 
her plan the scheduled morning procedure. The system presents 
information and functionality adapted to the location of the nurse and the 

Figure 9-61  The 
interactive bed and 
public wall-display 
(Source: Bardram, 
2009) 
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time of the day. Furthermore, the system knows the status of each patient 
and represents already measured values and values yet to be measured with 
simple color codes, as shown in Figure 9-62. 

 

The results of this research showed that workers in the healthcare domain 
could benefit from ubiquitous computing environments, which may be 
improved by offering mobile and context-aware points of access. 
However, these studies also confirm that the design of ubiquitous 
computing system for the real world needs further investigations.  

9.1.3 Context-aware Mobile Communication in Hospitals 

A context-aware communication system is reported in [259] in which 
mobile devices recognize the context in which healthcare professionals 
perform their tasks. This communication system was developed at the 
IMSS General Hospital in Ensenada, Mexico, which is a public-health 
institution that is the core provider in a healthcare network. Muñoz et al. 
proposed an extension of the traditional Instant Messaging (IM) paradigm 
by using the Extensible Messaging and Presence Protocol (XMPP) for 
exchanging XML messages. These messages contain contextual 
information, including the essential information that allows the system to 
deliver messages, such as location, delivery timing, role reliance, and 
artifact location and state.  

As shown in Figure 9-63 (a), the client user notes the status of the 
system users (online, busy, and disconnected), as well as the resources 
available in the vicinity, such as printers or public displays, their status, and 
the services they can provide. The client also shows the location of users 
and devices, if known. In Figure 9-63 (a), this information is shown in 
brackets after the person’s name (ward or room number). In contrast to 
traditional IM, the sender of a context-aware message must specify 
delivery context. Figure 9-63 (b) shows the field that users fill in to write a 
message and specify their context. The sender specifies a physical area 
where the recipient must be found for the message to be delivered. To aid 

Figure 9-62  Screens 
displayed in the ward in 
relation to the tasks of 
measuring temperature, 
blood pressure, and 
pulse (Source: 
Kjeldskov et al., 2007) 
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in this process, the system displays a map, as in Figure 9-63 (c), which the 
sender can tap on to select the desired area. The sender can specify a lower 
bound or an upper bound to the time and date, or both. 

 

9.2 Healthcare Standards 

Standards are critical for the interoperability of electronic healthcare 
information systems. In this section, we discuss some standardization 
efforts related to healthcare standards, such as ISO 13606 and openEHR 
dual model.  

9.2.1 Building a logical EHR architecture based on ISO 13606 
standard and semantic web technologies 

Santos et al. [260] proposed an architecture based on ISO 13606 and on the 
utilization of semantic technologies for a EHR scenario, as shown in Figure 
9-64. The architecture was designed to allow different EHR systems to 
interoperate by offering an integrated service, preserving the existing 
semantics in the knowledge domain, and updating clinical data for each 
patient in a consistent way. The messages exchanged among the EHR 
systems are based on XML files, aiming to facilitate their utilization by 
EHR system suppliers. Although the repositories in the architecture are 
based on a reference model and on archetypes, the architecture needs to 
anticipate the participation of EHR systems that do not use archetypes. In 
[260], the ability of the ISO 13606 EHR reference model to accommodate 
the scenario was highlighted, together with the support provided by the 
use of the ontology specification languages (RDF and OWL) with respect 
to the maintenance of a controlled vocabulary. 

Figure 9-63  Interaction 
with the context-aware 
handheld system 
(Source: Muñoz et al, 
2003) 
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9.2.2 Modeling healthcare authorization and claim submissions 
using the openEHR dual-model approach 

Dias et al. [261] adopted three approaches according to openEHR RM for 
modeling healthcare authorization and claim submissions among healthcare 
plans and providers in Brazil. In the first approach, a set of archetypes was 
designed using ENTRY subclasses. In the second one, a set of archetypes 
was designed using exclusively ADMIN_ENTRY and CLUSTERs as their 
root classes. In the third approach, the openEHR ADMIN_ENTRY is 
extended with classes designed for authorization and claim submissions, 
and an ISM_TRANSITION attribute is added to the COMPOSITION 
class, as shown in Figure 9-65. Another set of archetypes was designed 
based on this model. This extended openEHR RM model is therefore 
semantically aligned with the concepts involved in authorization and claim 
submissions. Although this work focuses on the modeling healthcare 
authorization and claim submissions, and assumes that a communication 
architecture to simulate the exchange of administrative data between 
systems according to the openEHR approach should be available. 
  

Figure 9-64  EHR 
system architecture 
(Source: Santos et al., 
2010) 
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9.2.3 Archetype-based conversion of EHR content models: pilot 
experience with a regional EHR system 

Chen et al. [262] investigated the feasibility of transforming EHR templates 
from an installed Cambio COSMIC system38, which a regional EHR 
product deployed in Sweden and in several other countries, into openEHR 
archetypes, and inversely the feasibility of converting standard archetypes 
into the COSMIC template formalism. Several archetypes from the 
openEHR Clinical Knowledge Repository have been imported into 
COSMIC, preserving most of the structural constraints and those related 
to terminology. COSMIC templates from a large regional installation were 
successfully converted into the openEHR archetype format. The conversion 
from the COSMIC templates into archetype format preserves nearly all 
structural and semantic definitions of the original content models, as 
shown in Figure 9-66. The result of this work showed that models of 
clinical content from an existing EHR system with a large installed base 
covering both primary care and specialist hospital care could be 
consistently represented as archetypes. This result indicated the 
applicability of the openEHR archetype methodology and verified the 
expressiveness of the openEHR models. With some limitations, 
internationally available archetypes could be converted to legacy EHR 
models. 

38 http://www.cambiosys.com/ 

Figure 9-65  openEHR 
extended RM for 
authorization and claim 
submissions (Source: 
Dias et al., 2011) 
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9.3 Software-Oriented Architecture 

Software-Oriented Architecture has been applied in many initiatives to 
support application development and provide interoperability among 
healthcare information systems. In this section, we present approaches that 
applied the SOA principles. 

9.3.1 Interoperability of Personal Health Records 

Lähteenmäki et al. [263] proposed an approach to achieve interoperability 
between self-care systems, when they exchange non-clinical information 
alongside clinical data. This work is based on web services for 
communicating with heterogeneous systems, where SOAP messages are 
defined for transporting the Personal Health Record (PHR) content in 
structures of the so-called Health Diary Entry (HDE), allowing in this way 
the use of external vocabularies and ontologies in order to achieve 
semantic interoperability, as shown in Figure 9-67. The non-clinical PHR 
content is typically composed of information originating from the user or 
from a measurement device controlled by the user. A Health Diary Entry 

Figure 9-66  Exported 
COSMIC template in the 
form of an archetype 
(Source: Chen et al., 
2009) 
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document is a collection of health diary entries of one of the following 
types: occurred event, goal and background entry. 

 

9.3.2 A SOA Service Governance Approach to u-Healthcare System 
with Mobility Capability  

Yu et al. [264] proposed an SOA-based architecture for a wireless mobile 
healthcare system, called uSGHealth. The system was divided into 
subsystem components developed by applying tier-based and component-
based system design approaches. The system mainly focuses on SOA and 
Service Governance. The system components include: SOA framework, 
Service Governance, Business Layer, Database Layer, Application Server, and 
Mobile clients, as shown in Figure 9-68. The architecture handles client’s 
request and responds with the desired output. When clients like patients 
and healthcare professionals issue requests for any kind of service, the 
architecture handles these requests efficiently. According to the authors, 
medical devices can transmit the health information through mobile 
devices to the distributed EHR database by using their approach.  
  

Figure 9-67  PHR 
message structure 
(Source: Lähteenmäki et 
al., 2009) 
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9.3.3 RESTful dissemination of healthcare data in mobile digital 
ecosystem 

Kazi et al. [265] proposed a mobile healthcare architecture named Pain 
Information on the Go (PlnGO), which was developed in collaboration 
between Bioinformatics Research Lab and MADMUC lab at the University 
of Saskatchewan, in Canada. PInGo runs on mobile devices and has been 
used in healthcare training program for children who suffer from chronic 
pain with arthritis at Royal University Hospital, in Canada. The 
architecture consists of three layers: User front-end layer, Web Server 
layer and Cloud hosted persistent data storage layer, as shown in Figure 9-
69. PInGO is a questionnaire-based electronic pain diary developed to 
examine and assess the muscles improvement of Juvenile Idiopathic Arthritis 
(JIA) patients. Infant patients were provided with mobile device running 
the application and were required to fill-in the questionnaire as they 
performed the exercise module over a 6-week training period. In order to 
propagate questionnaire data from patient’s device to the healthcare 
professionals in a fast and secure manner, on event-driven 
publish/subscribe-based architectural model was adopted in the PInGO 
architecture. 
  

Figure 9-68  uSGHealth 
System Architecture 
(Source: Yu et al., 2011) 
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9.4 Software Agent Technologies 

Software agent technologies allow task coordination for message exchange 
between healthcare professionals and patients. In this section, we present 
related work in which software agent technologies have been applied in 
healthcare. 

9.4.1 A Multi-agent System Approach to Drugs Management Using 
Combinatorial Auctions 

Baffo et al. [266] adopted an approach based on the following assumption: a 
hospital is a complex system composed by a large number of entities and 
processes that have to cooperate to reach a common solution to operation 
and tactical problems. The MAS is supposed to consist of several decisional 
and operational agents that can be related to departments and wards. The 
work presented a model of agent cooperation for addressing the problem 
of departments, wards and personnel allocation in order to improve 
efficiency regarding drugs management, as shown in Figure 9-70. The 
application of this model with ICT solutions to drugs procurement allows 
the improvement of the FIFO (First-In-First-Out) material management 
strategy. The logistic department should have a strategic role inside of 
hospital because it can become the gathering point of all hospital 
information related to state and location of drugs and equipment. 
  

Figure 9-69  
Architecture adopted for 
the PInGO app (Source: 
Kazi et al., 2013) 
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9.4.2 Knowledge-driven delivery of home care services 

K4Care [267, 268] is a large European Union (EU) project whose main 
goal is to design, implement, and validate a new Home Care Model 
(HCM) to help manage the home care assistance required by the increasing 
EU senior population. Batet et al. [269] proposed the knowledge-based 
personalization aspects that have been incorporated in the K4Care 
platform, as shown in Figure 9-71. An important characteristic of this 
platform is that it separates medical and organizational knowledge, which 
are modeled by means of several machine-readable knowledge and data 
sources, from the software components responsible for to the execution of 
the system. The Knowledge Layer contains the EHR, which stores clinical 
information about the patients using standard XML documents. The Data 
Abstraction Layer is a mediator component between the Knowledge Layer and 
the platform that allows the required data and knowledge to be 
transmitted in a transparent way. In the Agent-based Layer, the execution 
logic of the K4Care platform is implemented using a multi-agent system. 
Users can interact with their agents through a web-based application. With 
this approach, a knowledge-driven system has been developed, which 
dynamically adapts its behavior when the knowledge base issues a 
modification. 
  

Figure 9-70  Multi Agent 
Collaborative System 
(Source: Baffo et al., 
2010) 
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9.4.3 A peer to peer agent coordination framework for IHE based 
cross-community health record exchange 

A distributed coordination framework for dynamically exchanging EHRs 
between healthcare communities has been proposed by Urovi et al. [270]. 
These communities are connected by means of a Peer to Peer (P2P) model, 
and they use a multi-agent platform and a set of distributed rules to 
coordinate the agents in the search of specific health records. Figure 9-72 
(a) shows the agent coordination architecture used to coordinate the 
interactions for one single community. Figure 9-72 (b) shows the 
healthcare communities connected in a P2P network, which can make use 
of a scalable mechanism for search queries and event notification. A 
community interested in finding data about a specific patient queries the 
P2P to find which communities hold these data, and performs a direct 
query to these communities to retrieve the proper information. 
  

Figure 9-71  K4Care 
platform architecture 
(Source: Batet et al., 
2012) 
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9.5 Comparative Analysis 

In the sequel we briefly discuss the most relevant similarities and 
differences between the work discussed in the previous sections and ours. 

9.5.1 Ubiquitous Computing Technologies 

Bardram et al. [256, 257], Kjeldskov et al. [258] and Muñoz et al. [259] 
proposed the use of ubiquitous computing technologies in healthcare 
environments for continuous wellness and real-time illness diagnosis. 
Similarly to our work, these ubiquitous computing technologies are 
applied to provide patient records available for healthcare professionals 
from any given location and time. However, these approaches do not apply 
any standard language for agents communication and SOA principles, 
which we have chosen to provide reusable and interoperable services. 
These authors also disregard healthcare standards for the exchange of 
clinical concepts.  

9.5.2 Healthcare Standards 

Santos et al. [260], Dias et al. [261] and Chen et al. [262] applied healthcare 
standards on their work to enable the interoperability among 
heterogeneous healthcare information systems, similarly to our work. 
However, they do not take advantage of agent communication language for 

Figure 9-72  The logic 
architecture of the 
community nodes 
(Source: Urovi et al., 
2013) 
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the exchange of patient clinical information and they do not apply 
ubiquitous technologies to allow the health information available through 
any device and in any location. Unlike in the approach described in our 
work, these approaches do not apply SOA implementation to help solve 
the challenge of exchanging clinical information across the healthcare 
providers by providing opportunities to integrate isolated healthcare 
information systems.  

9.5.3 Software-Oriented Architecture 

Lähteenmäki et al. [263], Yu et al. [264] and Kazi et al. [265] designed 
architectures for exchanging information in healthcare environments. 
These architectures have some similarities with ours, since they deal with 
the interoperability of heterogeneous systems by using SOA technologies, 
but they do not use software agent technologies, which could be provided 
with a flexible interaction mechanism for allowing them to cooperate by 
exchanging healthcare content. Moreover, in these architectures healthcare 
standards are not employed to enforce interoperability at the message level 
between heterogeneous systems, which brings difficulties with sharing and 
reuse of legacy systems.  

9.5.4 Software Agent Technologies 

Baffo et al. [266], Batet et al. [269] and Urovi et al. [270] follow similar 
approaches, as they employed software agents for controlling clinical tasks 
and coordinating the exchange of EHR content. In these approaches, 
ubiquitous technologies were not applied and we did in our work. 
Furthermore, these approaches do not applied SOA technologies to help 
enable the interoperability between healthcare information systems. In 
these approaches, healthcare standards are not employed to provide 
interoperability between healthcare information systems. 

 
 
 



 

Chapter 10 

10. Conclusions and Future Work 

This thesis focused on designing methodological and technical support to 
develop interoperable applications to exchange context-aware messages in 
pervasive healthcare environments. This methodology is based on the use 
of ubiquitous computing technologies, healthcare standards, Software-
Oriented Architecture and software agents technologies, and has been 
validated with a case study. 

In this chapter, we discuss what we learned and then propose identify 
some challenges as potential future research topics. In Section 10.1, we 
summarize the general contributions of this thesis. Section 10.2 elaborates 
on the most important research contributions of this thesis. Section 10.3 
discusses future work based on the limitations identified in our work. 
Section 10.4 summarizes the chapter. 

10.1 General Considerations 

In our research, we observed that the current healthcare model applied in 
most countries is still centered on highly specialized people located in large 
hospitals and focused on acute cases for treatment. However, this 
healthcare model has become inadequate, which indicates that the 
centralized healthcare model needs to change into a distributed model to 
produce faster responses and to allow the patients to manage their own 
health.  

We argued in this thesis that the design of the Pervasive Healthcare 
Model is a challenging task, which proves why the development of novel 
methodological and technical support to allow efficient and safe 
information exchange between healthcare professionals and to provide 
healthcare information anywhere, anytime to anyone is still not 
widespread. 
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We aimed in this thesis to define a Reusable Architecture, supported by 
the openEHR dual model approach, ubiquitous computing technologies, 
service-oriented architecture and software agents. Our study addressed the 
architectural and technological challenges of combining these technologies 
to achieve our goals. This thesis presented a Reusable Architecture and a 
Message Generator that employ these technologies for exchanging 
context-sensitive messages among healthcare professionals and patients. 
We showed that our Reusable Architecture and Message Generator meet 
the requirements of interoperability between heterogeneous healthcare 
information systems that are usually found in Pervasive Healthcare 
environments. 

In our investigation, we learned that software agents can support 
healthcare professionals in their daily practices since they are able to 
properly perform communication tasks on behalf of these professionals. 
Software agents can also monitor their environment since they are able to 
properly ensure the fulfillment of the contextual requirements. We also 
found out that these agents are able to take proper decisions about the 
activities to be performed and when and how to communicate to perform 
them. 

The Message Generator was designed so that it offers Web service 
interfaces for achieving interoperability in the healthcare domain. The use 
of RESTful Web services standardizes the mechanisms used to describe, 
discover, and access the resources offered by the Message Generator, in 
which non-openEHR systems can interoperate by sharing data in the form 
of XML messages. The message exchange with other systems is 
accomplished by integrating EHR extracts represented in terms of 
archetypes into ACL messages. We believe the Message Generator can be 
included in a new generation of EHR tools, contributing in this way to the 
openEHR Software Program. 

We performed a case study in a realistic distributed healthcare 
environment, where three usage scenarios were defined. Using the 
Reusable Architecture and the Message Generator, three communication 
systems were built for these scenarios, and they were employed and 
evaluated by both healthcare professionals and patients. 

We showed that the methodology proposed in this thesis truly 
facilitates the development of the Pervasive Healthcare Model. The 
proposed methodology preserves the investment in the legacy systems and 
allows developers to add new features to them, aiming to fill the 
automation gap and satisfying the need for increased user mobility, while 
providing smart assistance to the end-users.   
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10.2 Research Contributions 

In Section 1.4, we presented the main research questions to be addressed 
in this thesis. Then, we discuss the contributions of the thesis by reflecting 
on the results and describe how we addressed these research questions. 

 
RQ1: What are the current problems found in the context of Pervasive Healthcare 
environments? 
To answer this question, we had answered several sub-questions as 
follows: 
 

RQ1.1: Which stakeholders and with which goals can be identified in the 
context of healthcare environments? 
In Chapter 2, we acquired more knowledge about the stakeholders and 
their goals in the healthcare domain. We identified several 
stakeholders, such as physicians, nurses, assistants and patients, and the 
hospital environment in which the stakeholders use the legacy 
healthcare information systems. Healthcare environment involves a 
huge amount of stakeholders who participate in the treatment of 
patients, so that each of these stakeholders has different goals and 
exchanges clinical information in order to cooperate with each other. 
 
RQ1.2: What are the problematic phenomena perceived by these stakeholders? 
In Chapter 2, we identified the problematic phenomena perceived by 
the stakeholders in the context of complex healthcare environments. 
Information in the healthcare domain is quite complex because it covers 
different types of data, such as clinical data, laboratory data and patient 
administration.  

We have analyzed the challenges in Pervasive Healthcare 
environment reported in Chapter 2. With this analysis, we have 
understood that achieving a completely paperless environment within a 
healthcare environment is an unrealistic expectation. Maturity models 
should inspire continuous solutions focused on the strategic removal of 
paper from the healthcare organizations.  

Numerous solutions have been proposed to achieve interoperability 
in the healthcare, with different degrees of success. However, the 
effective and meaningful information exchange of healthcare 
information across healthcare information systems is yet to be achieved. 
We have proposed the use of healthcare standard to improve patient 
care by allowing interoperability between heterogeneous systems. In 
the healthcare domain, information is expected to be exchanged in the 
form of standardized reports. 
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RQ1.3: What are the criteria and requirements that influence the stakeholders’ 
goals? 
Based on the problem investigation we formulated the criteria and 
requirements for our solution, which contribute to the stakeholders’ 
goals. In Chapter 4, we identified functional and non-functional 
requirements that our methodological and technical support should 
provide. The requirements were identified by interviewing 
stakeholders and the literature survey in this area. 
 
 

RQ2: How to develop a reusable architecture for Pervasive Healthcare environments 
that supports the requirements imposed by stakeholders? 
To answer this question, we need to answer several sub-questions as 
follows: 
 

RQ2.1: What are the available solutions for message exchange in Pervasive 
Healthcare environment? 
To answer this question, we performed a case study to identify the 
potential problems and challenges typically found in Pervasive 
Healthcare environment, in Chapter 2.  

In Chapter 3, we have conducted a literature investigation to 
identify to what extent available ubiquitous computing technologies, 
healthcare standards, service-oriented approaches and software agent 
technologies have been addressed in Pervasive Healthcare 
environments. With this investigation, we have gained the necessary 
knowledge to be able to use and extend the most suitable solutions and 
technologies for allowing the communication between legacy systems 
in Pervasive Healthcare environments. Based on the identified existing 
solutions, we concluded that there was a need for adapting them to the 
objectives and scope of our work. 
 
RQ2.2: How to design a reusable architecture for message exchange in 
Pervasive Healthcare environments? 
To define the architectural design of our Reusable Architecture, we 
have identified a set of requirements for the Pervasive Healthcare 
environment, presented in Chapter 4 (Section 4.1). We classified the 
requirements according to three applications scenarios identified by the 
healthcare professionals and a software engineer in the cardiology 
domain: delivery of laboratory analysis results, schedule of an appointment for 
pacemaker evaluation, and support of a medical staff meeting to prepare for a 
cardiac surgery. The requirements imposed by the stakeholders 
determined how the reusable architecture should be designed in order 
to fulfill the message exchange in Pervasive Healthcare environments. 
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We have also defined that the Reusable Architecture should be 
supported by the technologies discussed in Chapter 3 in order to 
provide a technical solution in the healthcare domain. 

In Chapter 5, we introduced an archetype-based modeling process 
for the Domain Experts to support the message exchange of our Reusable 
Architecture. In this context, clinical archetypes have played an 
important role in determining how clinical information is represented 
and organized inside EHRs when they are exchanged between systems. 

In Chapter 6, we presented our Message Generator, which acts as 
middleware to bridge the gap between healthcare applications, and 
provides reusable services to distributed healthcare systems by allowing 
the semantic interoperability of heterogeneous healthcare information 
systems. We have developed facilities to perform message exchange 
between heterogeneous EHR systems in Pervasive Healthcare 
environments. 

In Chapter 7, we have defined the Agent-based Modeling process 
to allow the Domain Engineer to design the software agents applied in 
our Reusable Architecture. In our work, the agent models were 
implemented as ontologies with the advantages of including a machine-
readable and human-readable model, reasoning capabilities and 
facilitated configuration of the models. The software agents 
implemented in our architecture provide an appropriated mechanism 
for developing heterogeneous and complex distributed systems due to 
their ability to cope with distribution and interoperability.  
 
RQ2.3: What are the typical components of an architecture for Pervasive 
Healthcare environments? 
In Chapter 4, we presented the components available in our Reusable 
Architecture and how these components interact with each other. The 
biggest challenge for the components in our architecture is to support 
the mobility and collaboration among healthcare professionals when 
they perform clinical tasks. The components were organized according 
to the MVC pattern (Model-View-Controller), to separate the business 
logic from the presentation logic for the sake of flexibility and reuse.  

In Chapter 5 (Section 5.3), we have presented the archetypes that 
were validated by the Domain Experts of a Cardiology Healthcare 
Network in Marília (São Paulo, Brazil). The archetypes were published 
within the hospital network in order to become available for all 
participants in the bidding process for healthcare integration. We have 
also reused some archetypes available in the CKM repository in our 
architecture. 

In Chapter 6 (Section 6.4), we have designed and implemented the 
components of our Message Generator as a software application that 
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offers and uses RESTful Web services to exchange messages directly on 
top of HTTP. 

In Chapter 7 (Section 7.3), we have introduced the agent package 
of our Reusable Architecture, which contains static and mobile agents, 
each one endowed with specialized capabilities and goals for helping the 
healthcare professionals check the availability of resources, and obtain 
information and detect abnormalities on their patients. 
 
 

RQ3: What is the effect of using the architecture on application development based 
on Pervasive Healthcare environments? 
By answering these sub-questions, we had a complete design of our 
Reusable Architecture and then we explained the implementation of our 
case studies as a proof of concept in Chapter 8. 

 
RQ3.1: What is the effect of applying our Reusable Architecture when it is 
instantiated in different applications scenarios in a Pervasive Healthcare 
environment? 
Our Reusable Architecture was validated in a realistic Pervasive 
Healthcare environment. In Chapter 8, we reported our three different 
application scenarios in the cardiology domain and presented their 
results. The results demonstrated that our Reusable Architecture can 
be instantiated in different scenarios in a Pervasive Healthcare 
environment. 
 
RQ3.2: How to validate the perceived usefulness and ease of use of the 
applications designed based on our Reusable Architecture? 
The evaluation of our Reusable Architecture was mainly performed 
during the case studies presented in Chapter 8. In these case studies, 
we applied a Technical Laboratory PoC during 3 months in the 
proposed scenarios to enable the use of these systems in the daily 
activities of these people. After this period, we applied a Clinical PoC 
during 6 months to collect evidences from these scenarios, employing 
the Technology Acceptance Model (TAM), since it is generally 
accepted as an appropriate model to explain technology acceptance in 
healthcare. The evaluation involved a limited but representative set of 
healthcare professionals and patients. 
 
RQ3.3: What is the level of acceptance of the applications designed based on 
our Reusable Architecture by the stakeholders? 
According to the results of the evaluation, we have concluded that the 
perceived usefulness and ease of use of the applications designed based 
on our Reusable Architecture met the stakeholders’ expectations. 
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Healthcare professionals reported that these applications were 
extremely useful for daily tasks and they were easy to use. The 
healthcare professionals were satisfied with the fact that they can gather 
the patient’s clinical information when they perform clinical tasks. 
These healthcare professionals have gained confidence in the software 
agents that work on their behalf, in spite of the time taken by this 
process. Most patients have identified some usability benefits, such as 
the efficient method for exchanging messages. 
 
RQ3.4: How can our Reusable Architecture be used to support other 
applications in the healthcare domain in Pervasive Healthcare environment? 
In Chapter 4, we have discussed a methodology through which a 
Domain Expert and a Domain Engineer can design personalized models, 
such as archetypes and agents models, respectively. Our methodology 
allows an Application Engineer to reuse the components of our Reusable 
Architecture, meant to be generally applicable to different legacy 
healthcare information systems, from which applications can be built to 
be used in realistic healthcare scenarios. In Chapter 8, we have 
discussed how our methodology can be applied in order to design 
applications that allow us to shift from legacy healthcare information 
systems that rely on informal offline communication between actors to 
an agent-based system. 

This methodology can be also employed in other application 
domains, since archetypes and software agents can be designed 
specifically to the target domain, and common components can be 
encapsulated and normalized, facilitating their reuse. 

New archetypes can be designed for other applications or domains 
according to the Archetype Modeling process discussed in Chapter 5. 
The message exchange between heterogeneous healthcare information 
systems can be implemented by reusing the web services provided by 
the Message Generator discussed in Chapter 6. The software agents can 
be designed by following the Agent-based Modeling process discussed 
in Chapter 7.  
 
RQ3.5: How does our Reusable Architecture compare with similar solutions? 
In Chapter 9, we have discussed the body of knowledge with respect to 
the approaches and technologies that have been applied in Pervasive 
Healthcare environments in order to allow the message exchange 
between heterogeneous healthcare information systems. We then 
identified similarities, assets and differences with our work that have 
helped us position our Reusable Architecture and Message Generator 
with respect to the related available solutions.  
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10.3 Future Research 

In further work, we are especially interested in evaluating the performance 
of our methodology, especially its scalability, which is a crucial non-
functional requirement for realistic applications and for the simultaneous 
support of multiple scenarios. We argued that the methodology is 
reusable, and we want to confirm this claim in other domains. Therefore, 
we aim to find domains with different properties and challenges so that the 
true potential and limitations of the methodology can be analyzed.  

In our work, we identified some limitations related to the privacy and 
security of our Message Generator that could have potential impact if we 
increase the number of healthcare providers exchanging healthcare 
information. In future work, we intent to address the privacy and security 
issues that arise when we integrate these technologies into a legacy 
healthcare system. Other issues that must be addressed include ensuring 
the confidentiality and security of message exchanges and healthcare 
information. Regarding the Message Generator, we intend to reuse an 
infrastructure security layer to enforce role-based access control and to 
deploy the architecture and its services in a cloud computing environment.  

As the learned from developing our agent-based modeling process, one 
of the possible solutions is to apply agent technologies to handle the 
coordination of business processes. In future work, we could provide a 
mapping from the Business Process Modeling Notation (BPMN) [271, 
272], which is a graphical language used to represent business process, to 
agent concepts in the healthcare domain. We believe that by applying 
BPMN as the source language for this mapping, our methodology can offer 
some benefits. For example, the Domain Experts and Domain Engineers would 
have a suitable and intuitive graphical notation in order to define process 
models at different levels of abstraction in the healthcare domain. We also 
believe that by applying software agents as a target model, we can offer the 
capabilities of the powerful execution environment typically found in 
Multi-Agent System platforms.  

In our work, we applied openEHR specifications in order to allow more 
efficient sharing of clinical information between heterogeneous healthcare 
information systems. However, the XML Schema implementation of the 
openEHR specifications is under development and we needed to adapt the 
schemas in order to validate our archetype models. Multilevel modeling 
has been proven in software as a viable solution for semantic 
interoperability, without imposing any specific programming languages or 
persistence models. The Multilevel Healthcare Information Modeling 
(MLHIM)39 specifications have adopted the XML Schema Definition 1.1 as 

39 http://mlhim.org/ 
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the basis for its reference implementation, since XML technologies are 
consistent across all platforms and operating systems, with tools available 
for all mainstream programming languages. An interesting topic for 
further work is to support our Message Generator for MLHIM 
specifications, in the scope of a Brazilian project namely National Institute 
of Science and Technology for Medicine Assisted by Scientific Computing 
(INCT-MACC) to which we contribute. The MLHIM Domain Models do 
not require top-down consensus to be implemented and they are 
interoperable. The MLHIM specifications are implemented in XML 
technologies, and therefore they can count on global technical support and 
a number of third-part validation tools [141]. 

Our data analysis has some limitations: the questionnaire model is not 
completely free of subjectivity, since each respondent can react to it in a 
particular way; all healthcare professionals were grouped together and the 
results were generalized, despite their different specialties; Perceived 
Usefulness and Perceived Ease of Use were the most important factors to 
explain people’s intention of using a given technology, however, other 
factors may affect this decision, such as the prior experience and their job 
relevance. We are also planning to extend TAM in order to evaluate the 
effect of others variables, such as, user experience, job relevance and 
output quality, to moderate the effects of perceived usefulness and 
perceived ease of use on the intention to use. 

10.4 Summary 

What was already known at the start of our work: 
- The current Healthcare model is changing to a patient-centric model; 
- Healthcare standards are being developed to support interoperability 

among HISs; 
- Efficient information exchange among healthcare professionals and 

patients is absolutely necessary. 
 
What this study added to the common knowledge: 
- Ubiquitous Computing technologies, mainly the context awareness, 

are useful and suitable in Pervasive Healthcare models for allowing 
patients to access healthcare information anywhere and at anytime, 
and how they can be applied; 

- The openEHR dual model can be used in the design of a Reusable 
Architecture and a Message Generator that provide services in order 
to enable interoperability between heterogeneous HISs; 
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- The use of software agents to build communication systems can 
support strong collaboration and cooperation between healthcare 
professionals and patients. 
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Appendix B 

12. Questionnaires 

During the development of this thesis, the author has applied the 
questionnaire based on Technology Acceptance Model (TAM) using the 
five points Likert Scale. 
 

Technology Acceptance Model Questionnaire 
 

Please fill out the following. Your comments will help us to design further 
improvements in our software system so your comments are very 
important. Thank you for your time! 
Age:  
Sex:  
Occupation:  
How do you rate your experience of using the technology?  
           LOW                             HIGH 

(1) (2) (3) (4) (5) 
 

 
 
Please fill in the number that represents how you feel about the software 
system you have been using: 
1. My interaction with the system is clear and understandable. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 

 
2. I find the system useful in my job. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 
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3. Using the system improves my performance in my job. 
(1) 

Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 

 
4. Interacting with the system does not require a lot of my 
mental effort. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 

 
5. Using the system increases my productivity in my job. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 

 
6. I find easy to get from the system what I want it to do. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 

 
7. Given that I have access to the system, I predict I will use the 
system. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 

 
8. Using the system my tasks are facilitated. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 

 
9. Assuming I have access to the system, I intend to use it. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 

 
10. Using the system enhances my effectiveness in my job. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 
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11. I find the system is easy to use. 
(1) 

Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 

 
12. Using the system in my job is a good idea. 

(1) 
Strongly 
Agree 

(2) 
Agree 

(3) 
Neither 

(4) 
Disagree 

(5) 
Strongly 
Disagree 
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Healthcare Professionals – Delivery of Laboratory Analysis 
Results 
 

Structured Questionnaire Mean 

Perceived 
Ease of 

Use 
 

PEU1 My interaction with the system is clear and 
understandable. 3.31 

PEU2 Interacting with the system does not require a 
lot of my mental effort. 3.80 

PEU3 I find the system is easy to use. 3.70 

PEU4 I find easy to get from the system what I want it 
to do. 4.11 

Perceived 
Usefulness 

 

PU1 Using the system improves my performance in 
my job. 4.43 

PU2 Using the system increases my productivity in 
my job. 3.90 

PU3 Using the system enhances my effectiveness in 
my job. 3.93 

PU4 I find the system useful in my job. 4.24 
PU5 Using the system my tasks are facilitated. 4.45 

Intention 
to Use 

IU1 Assuming I have access to the system, I intend 
to use it. 4.58 

IU2 Given that I have access to the system, I predict 
I will use the system. 4.41 

IU3 Using the system in my job is a good idea. 4.27 
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Patients – Delivery of Laboratory Analysis Results 
 

Structured Questionnaire Mean 

Perceived 
Ease of 

Use 
 

PEU1 My interaction with the system is clear and 
understandable. 3.22 

PEU2 Interacting with the system does not require a 
lot of my mental effort. 3.10 

PEU3 I find the system is easy to use. 4.01 

PEU4 I find easy to get from the system what I want it 
to do. 3.93 

Perceived 
Usefulness 

 

PU1 Using the system improves my performance in 
my job. 3.51 

PU2 Using the system increases my productivity in 
my job. 3.66 

PU3 Using the system enhances my effectiveness in 
my job. 4.11 

PU4 I find the system useful in my job. 4.53 
PU5 Using the system my tasks are facilitated. 4.03 

Intention 
to Use 

IU1 Assuming I have access to the system, I intend 
to use it. 3.05 

IU2 Given that I have access to the system, I predict 
I will use the system. 3.96 

IU3 Using the system in my job is a good idea. 4.15 
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